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a b s t r a c t

The use of supercritical fluids as mobile phases in chromatography was suggested nearly fifty years ago. In
spite of some major potential advantages, this mode of chromatography, generally known as SFC, is only
now beginning to be considered by the mainstream community but it still does not yet enjoy a popularity
comparable to those of gas or liquid chromatography. This seems to be largely due to a combination of
(1) the serious instrumental difficulties that took many years to solve; (2) the complexity of the behav-
ior of supercritical fluids in chromatographic systems when their temperature, pressure, or composition
changes; (3) the long-lasting absence of any substantial incentive to use more complex systems, when the
simpler and more robust approaches provided by HPLC are available. This situation, however, has begun
to significantly change during recent years. The incentive of employing green, sustainable technologies
in industrial processes as well as in analyses is increasing. Because mobile phases generally used in SFC
tend to be less environmentally harmful and less expensive than those used in HPLC, SFC presents strong
economical and regulatory advantages over the latter technique. Added to that, steady advancements in
LC techniques in the last three decades has solved many instrumental difficulties related to SFC, which is
hase diagrams
eak capacity
upercritical state behavior
ubcritical state behavior

now taking full advantages of many of these advances. One factor, however, has remained mostly unre-
solved. A clearer understanding of the physico-chemical behavior of supercritical fluids in preparative
chromatographic columns under nonlinear conditions is still needed. This seems to be the main obstacle
to the establishment of SFC as a sustainable separation tool. One aim of this review is to highlight these
issues in more detail through a survey of the state-of-the-art techniques available for the design and
operation of SFC. Another aim is to outline a possible series of investigations, which are necessary to

develop a better physical understanding of SFC.

© 2010 Elsevier B.V. All rights reserved.
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. Introduction

Our understanding of nonlinear and preparative gas and liquid
hromatography is now such that it is possible to calculate the pro-
les of elution bands obtained under nearly any set of experimental
onditions, provided that the competitive multi-component equi-
ibrium isotherms of the sample components and the coefficients
f their mass transfer kinetic properties are known [1]. Methods
llowing accurate estimates of these coefficients made prepara-
ive liquid chromatography a popular separation process in the fine
hemicals, pharmaceutical and biotechnological industries where
t is now widely used to purify drug intermediates or extract
elected proteins from the lyzates of bacterial cells. The design and
haracteristics of a unit and the experimental conditions under
hich it is used for a specific application can be modeled, cal-

ulated, and optimized with computer assistance. However, the
se of this process is still expensive because the ratio of the vol-
me of mobile phase needed to purify a given mass of compound
o the volume of the feed purified is large. The solvents used as

obile phases are often expensive to procure, to recycle, and now
o destroy. Possible leaks, which can be expected from high pres-
ure operations, could severely pollute the local environment. So,
greener, cheaper alternative is now being seriously considered

gain, although it has been tried but eventually neglected in the
ast.

This alternative is preparative SFC, which is the common abbre-
iation of preparative supercritical fluid chromatography. It should
e mentioned at this point that this expression, albeit generally
ccepted, does not properly represent the process conditions (see
ater, Section 2.1). Yet, due to its general acceptance, this acronym

ill be used throughout this review to avoid confusion. Although
FC brings a set of advantages that could make it become more com-
etitive with conventional preparative high performance liquid
hromatography, at least for certain applications, it has encoun-
ered major roadblocks to a wider applicability. Problems originate

ainly from our present lack of knowledge of the fundamentals
f SFC. This is combined with our limited understanding of the
ractical methods needed to apply our knowledge of the physico-
hemical properties of the subcritical, critical, and/or supercritical
uids, to the development of dedicated separation processes. In
pite of these shortcomings, however, the applications of SFC could
row considerably over the years. The situation may be chang-
ng progressively in favor of SFC. The procurement and disposal
f solvents are becoming increasingly costly, whereas the incen-
ives for operating sustainable, environmentally benign processes
re becoming more lucrative. So, a reversal in the economic bal-
nce can be expected, which explains why this greener alternative
o HPLC is now being seriously considered again.

The primary focus of this review is on the main fundamental
ssues that need to be studied and understood in order to reach

level of knowledge of SFC similar to the one now achieved in
reparative GC [2] and HPLC [1]. Work on these issues should be
ased on and guided by the detailed understanding of the sim-
ler method of preparative liquid chromatography that has been
cquired during the last quarter of century. This work will entail
1) the development of an exact mass balance equation for SFC
nder the varied conditions encountered in the applications of this
ethod and of appropriate numerical solutions of this equation;

2) the design of suitable models of SFC under nonlinear, nonideal
onditions; and (3) the investigation of the influences of the pres-
ure, the temperature, and the mobile phase composition on the

arameters of the equilibrium isotherms and of the mass transfer
inetics, parameters which determine the profiles of elution bands
nd the interferences between the bands of compounds that are
losely eluted in preparative SFC. This work essentially depends
n developing an accurate understanding of the variation of the
ogr. A 1218 (2011) 1037–1114

mobile phase properties inside SFC systems, which is the prime
controller of the equilibrium and of the kinetic behavior. Although
the scientific literature contains much useful information on the
properties of supercritical fluids, most of it is not directly applica-
ble to preparative SFC. This is because, for practical reasons, SFC
is mostly implemented under either subcritical or supercritical
conditions, not under conditions that are closely critical. Accurate
determinations of the thermodynamic and kinetic parameters of
many compounds under a wide range of pressure, temperature,
hence mobile phase density, is essential for the design and the
operation of this chromatographic process.

The ultimate goal of scientists and engineers in the design of
chromatographic separations is to accurately predict the influence
of the experimental conditions on the recovery yield, the pro-
duction rate, and the solvent consumption of a chromatographic
separation. This knowledge permits the selection of the best oper-
ating conditions that optimize a selected objective function, using
appropriate models of the units needed to implement preparative
separations and suitable calculation methods. The success of this
approach depends on the accuracy of the simulation model, which
in turn depends on the understanding of the physical behavior, as
described above.

From a fundamental point of view, chromatographic operations
consist, while applying for separation purposes, the interactions
between three factors, (1) the mobile phase (solvent), (2) the sta-
tionary phase, and (3) the sample components. The main difference
between SFC and the other two chromatographic methods, LC and
GC, is in the different nature of their mobile phase and in the
changes that this brings in the thermodynamics of the process
and in the physico-chemical interactions between (a) the solute
and the mobile phase and (b) the solute and the stationary phase.
To understand the physical behavior of SFC and be able to use-
fully apply it, we need to learn the nature of these changes. This
requires, first, that we know the general properties of the fluids
used as the mobile phase in SFC and how these properties affect the
interactions between the mobile and the stationary phases. Then
we discuss the hydrodynamics of the mobile phase in a chromato-
graphic column, which provides an understanding of the nature
of changes in the physical properties of the mobile phase along
the column. Because the fluids used in SFC are compressible, it is
not possible to determine the profiles of the mobile phase veloc-
ity, pressure, and density along the column without the knowledge
of the equations of state (EOS) of the fluids used in SFC, which is
necessary to determine these profiles. The profile of the mobile
phase density along the column is of great importance because the
fluid density in SFC controls most physico-chemical properties of
quasi-critical fluids. The hydrodynamics of the mobile phase in a
chromatographic column is important to understand the behavior
of the solute zones. Based on a comprehensive understanding of
these issues, we can try to comprehend the behavior of solutes in
chromatographic columns and their separation, thoroughly inves-
tigating retention mechanisms and the mass transfer processes
under linear, then nonlinear conditions.

After a brief introduction, we present a short description of the
characteristics of supercritical fluids, followed by a brief historical
overview of the development of SFC, and a discussion on the advan-
tages and drawbacks of SFC over other chromatographic methods.
The issues related to the development of a proper physical under-
standing of SFC systems are described and discussed first, in Section
2. Sections 3–6 mainly focus on the physical characteristics of the
solvents used as mobile phases. Sections 7–9 discuss the effects

of changes in the solvent properties on the retention and on the
transfer kinetics of solute molecules. Section 10 summarizes the
unresolved issues still hampering the development of SFC. Details
on the experimental work and on applications are given in Sections
11 and 12.
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Table 1
Critical properties of various fluids [6].

Solvent MW Tc (K) Pc (atm) Dc (g/ml)

Carbon dioxide (CO2) 44.01 304.12 73.74 0.469
Ammonia (NH3)† 17 405.4 113.5 0.235
Nitrous oxide (N2O)† 44 309.6 72.5 0.45
Water (H2O) 18.015 647.1 220.6 0.322
Methane (CH4) 16.04 190.6 46. 0.162
Ethane (C2H6) 30.07 305.3 48.7 0.203
Propane (C3H8) 44.09 369.8 42.5 0.217
Ethylene (C2H4) 28.05 282.3 50.4 0.215
Propylene (C3H6) 42.08 364.9 46.0 0.232
Methanol (CH3OH) 32.04 512.6 80.9 0.272
Ethanol (C2H5OH) 46.07 513.9 61.5 0.276
Acetone (C3H6O) 58.08 508.1 47.0 0.278
Trifluoromethane (CHF3) 70.01 298.97 48.4 0.526
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W: molecular weight; Tc: critical temperature (◦C); Pc: critical pressure (atm); Dc:
ritical density (g/ml).
Most dangerous fluids (see Section 11.7 and [9,10]).

. Supercritical fluids and their application in
hromatography

.1. Definition and characteristics of supercritical fluids

Supercriticality is a state of a fluid which is reached at a tem-
erature higher than its critical temperature and under a pressure
igher than its critical pressure (see Section 2.1.1). Although rare,
upercriticality exists in nature. The atmosphere of Venus is made
f 96.5% carbon dioxide. Its temperature at ground level is 735 K and
ts pressure 93 bar, conditions that are certainly supercritical (see
able 1). Water in deep oceans, around hot plumes or close to cer-
ain submarine volcanos may also be supercritical. This property,
owever, does not seem to have yet been related to any unusual
ehavior of sea water in these areas, except possibly to the forma-
ion of concretions of salts by dissolution of salts in supercritical
ater followed by their precipitation when water ceases to be

upercritical. Supercritical conditions might exist at the bottom of
eep oil wells; water injection could increase yields by enhancing
il solubility and mass transfer kinetics.

Supercriticality was discovered in a laboratory environment by
e la Tour [3] in 1822 while the solvent power of supercritical fluid
as recognized by Hannay and Hogarth in 1879 [4]. Subsequent

nvestigations clarified some of the physico-chemical properties of
ritical and supercritical fluids. The definition of the critical state
f pure compounds, hence of the conditions under which a com-
ound is supercritical is straightforward as explained below. That
f mixtures is more complex.

.1.1. Critical conditions of pure compounds
The most common definition of supercriticality for pure com-

ounds is based on a characteristic of the vapor–liquid phase
quilibrium behavior of these compounds, expressed by their P–T
hase diagrams. As illustrated in Fig. 1, which shows the phase
iagram of carbon dioxide [5], there is a relationship between
he pressure of the vapor in equilibrium with the liquid and the
emperature, which is illustrated by a curve, P = f(T). This equilib-
ium curve exists only between the triple point (T), where three
hases, the solid, the liquid and the gas coexist in equilibrium,
nd the critical point (C). At temperatures below the triple point,
he gas phase is in equilibrium with the solid phase and a ther-

odynamically stable liquid cannot exist. When the temperature

f a gas/liquid system in equilibrium increases above the triple
oint, the density of the liquid phase decreases, which can be more
learly understood from the P–V phase diagram of carbon-dioxide
Fig. 1). On the other hand, the gas density increases under the
pposite influences of the increasing temperature (that tends to
ogr. A 1218 (2011) 1037–1114 1041

decrease the gas density) and of the increasing vapor pressure
(that tends to increase the gas density). The effect of the increas-
ing pressure is stronger than that of the increasing temperature.
At the critical point, the densities of the gas and the liquid become
equal and the interface between them disappears. A single fluid,
the supercritical fluid, exists under higher pressures, at higher
temperatures. Fig. 1[5] shows the pressure/temperature and the
pressure/volume phase diagrams of carbon dioxide. Table 1 lists
the molecular weight, the critical temperature, the critical pres-
sure, and the critical density of a few solvents used as the main
components or possible additives or modifiers of mobile phases
currently employed in SFC. Note that ethylene, methane, and all
permanent gases available in gas cylinders are under supercritical
conditions at room temperature. Other critical data are available in
the literature [6,7].

A clear understanding of the consequences of supercriticality
is provided by a close look at the P − V phase diagram of carbon
dioxide (Fig. 1). Imagine that a mole of a given compound is com-
pressed isothermally, within the range of pressure and temperature
in which there is gas–liquid phase equilibria. Between a state of very
low density and the condition represented by point B this compres-
sion is accompanied by a decrease in its volume and in the product
PV, which does not remain constant for real gases; the pressure
of the vapor increases. At point B (Fig. 1), a drop of liquid appears
and compression from point B to point G is that of a mixture of
the gas and the liquid in equilibrium. During this compression, the
volume occupied by the mole of sample decreases, but the pres-
sure remains constant and the relative fractions of the compound
that are in the liquid and in the gas states changes; progressively a
larger sample fraction becomes liquid. At point G, the last bubble
of vapor disappears and from G to H and beyond, the pure liquid
is compressed. Points B and G represent the molar volumes of the
saturated vapor and of the liquid in isothermal equilibrium with it,
respectively. Note that it is possible under certain conditions, in the
total absence of dust or surface nuclei, to compress a vapor beyond
saturation or to expand the liquid below it. All states along these
paths are unstable. The critical point is point C where compression
of the gas takes place without formation of the liquid and expan-
sion of the liquid takes place without formation of the gas. Point
C is the maximum of the bell-shaped curve that is drawn by join-
ing the molar volumes of the saturated vapor and of the liquid in
isothermal equilibrium with this vapor with increasing tempera-
ture (NB. The critical temperature in this experiment made in 1937
was slightly higher than 31.013 ◦C, in disagreement with the data
in Table 1). In point C, the molar volumes of the liquid and of the
gas are the same. Mathematically, in point C, we have(
∂P

∂V

)
T

= 0 (1)

and(
∂2P

∂V2

)
T

= 0 (2)

All equations of state (i.e., all equations characterizing f(P, V · T) = 0
for a compound, see Section 6) must satisfy Eq. (1).

2.1.2. Properties of pure compounds at and beyond their critical
point

At the critical point, all thermodynamic and transport proper-
ties of a fluid are anomalous. Although the physical properties are

continuous, their derivatives are not; often they are infinite and
may be of opposite signs below and above this point. This makes
the following list often difficult to understand and, apparently self-
contradictory. The compressibility, the heat capacities at constant
pressure or volume, the velocity of sound propagation, the inten-
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ig. 1. Left: pressure vs. temperature phase diagram of carbon-dioxide ([8]). The tr
f carbon dioxide (Fig. 3 in [5]).

ity of light scattering, the thermal conductivity and the viscosity
re infinite [11]. Note, however, that it is practically impossible
o perform any measurement at the very critical point. What this
tatement means is that, around the critical point, all these proper-
ies are anomalously large. Correlatively, the diffusion coefficients
re nought at the very critical point and tend toward zero in the
icinity of the critical point. This means that analysts should avoid
o operate SFC columns under experimental conditions that are
lose to the critical point of the fluid used as the mobile phase,
here they may observe unexpected results.

The supercritical fluid region corresponds to conditions under
hich the pressure exceeds the critical pressure and the tempera-

ure exceeds the critical temperature. Conversely, the subcritical
egion corresponds to pressures and temperatures below the
ritical pressure and temperature, respectively. The other two
uadrants of the P, T diagram have no clearly defined name. A liquid
nder pressures higher than the critical pressure but at tempera-
ures lower than the critical temperature could be called a high
ensity liquid and a fluid under pressures lower than the critical
ressure but at a temperature higher than the critical tempera-
ure could be a high temperature gas but this nomenclature is not
odified. A state of gas-like (i.e., low) density can be turned into
ne of liquid-like density (i.e., a much larger density) without the

ormation of an interface, by properly adjusting the temperature
nd/or the pressure, making the state of the fluid travel along a
ath around the critical point that does not intersect the gas–liquid
quilibrium curve. This transformation becomes easier and more
rogressive when the initial state is farther removed from the crit-
oint of CO2 is at T = 216.6 K, P = 5.11 atm. Right: pressure vs. volume phase diagram

ical state [12]. A wide range of states with intermediate densities
can thus be reached that are inaccessible in either the gas or the
liquid state.

A particularly important characteristic of the compounds that
are under conditions close to critical, either subcritical or supercrit-
ical, with reduced pressures between 0.9 and 1.1, is their isothermal
compressibility, �T:

�T = − 1
V

(
∂V

∂P

)
T

= 1
�

(
∂�

∂P

)
T

(3)

The compressibility of fluids is important because it is particularly
large in this region [13]. Actually, it is infinite at the critical point and
varies very rapidly when either pressure or temperature drifts away
from critical values. So, a slight pressure increase in this region will
cause a considerable increase in the fluid density. Since the solu-
bility and the retention factor of all compounds are closely related
to the fluid density, this behavior is of fundamental importance.
Critical data for a large number (618) of compounds are available
in Appendix A of the book of Reid et al. [6].

2.1.3. Critical conditions of mixtures
Phase diagrams are far more complex for mixtures than for pure
compounds [13–15]. The seminal work in this field was done by van
Konynenburg and Scott [14,15]. These authors provided a detailed
analysis of the behavior of binary mixtures of compounds having
similar or unequal sizes, distinguished and described the differ-
ent types of diagrams observed and established the nomenclature
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till used to identify them. Each pure component of a mixture has
ts own phase diagram and its own critical point. For mixtures,
he relationship between the pressure and the temperature under
hich the gas and the liquid phases are at equilibrium depends also

n the composition of the mixture and the molecular interactions
nvolved. Thus, the critical temperatures and pressures of mixtures
epend on their composition. These characteristics are given by the
emperature and pressure at which the meniscus separating the
as and the liquid phases of a given sample of the mixture, heated
n a closed container, would disappear. A mixture of any compo-
ition may be supercritical only at sufficiently high temperatures
nd under sufficiently high pressures, temperatures and pressures
hat may be substantially higher than the individual critical tem-
eratures and pressures of the mixture components.

The line that connects the critical points of all the binary
ixtures of the two compounds is called the critical curve, f(T,

, x). Each pair of compounds has its own phase diagram and,
epending on the specific case, several very different types of
iagrams exist [12–17]. Only for mixtures of carbon dioxide and
ome weakly polar compounds of low molecular weight these dia-
rams exhibit one simple continuous line connecting the critical
oints of the two compounds. This line is then monotonous and
ay have a weak maximum (type 1 diagrams). These compounds

nclude the light alkanes (with 1–11 carbon atoms) and nor-
al light alkenes, cyclohexane, toluene, dimethylether, methanol,

thanol, 1- and 2-propanol, n-butanol, acetic acid, acetaldehyde,
cetonitrile, chloromethane, and chlorobenzene [16,18]. Like pure
ompounds, these mixtures may coexist under atmospheric pres-
ure, at moderate temperatures, as two fluid phases in equilibrium,

gas and a liquid phase. When the temperature and pressure
ncreases, the properties of these two fluids evolve and tend toward
ach other, until the gas and the liquid phases become one unique
hase. Figs. 2 and 3 illustrate the situation of two type-1 binary mix-
ures of compounds that both have type 1 diagrams. Fig. 2 defines
he critical locus or locus of the critical points of simple mixtures.
ig. 3 shows the projections on the P, T plane of the critical loci of
ixtures of CO2 and of various organic compounds as a function of

heir composition. Many of these compounds are used as modifiers
n SFC. The composition of these mixtures is a function of P and T
see left figure).

As shown in Fig. 3, the projections on the P, T plane of the critical
oci and of the liquid–vapor equilibria of the two pure compounds

eparate this plane into two regions, region II in which vapor–liquid
eparation will never take place, whatever the composition of the
ystem, and region I in which it may, for certain compositions [19].
ased on this observation, Chester et al. [20–22] developed a pro-

ig. 3. Left: Phase diagram for a binary mixture. Dashed line, position of the critical poin
ure liquids. Right: Critical loci in the P − T space for mixtures of carbon dioxide and a few
Fig. 2. The two-phase liquid–vapor region of a type I mixture (after Chester [19]).
This three-dimensional volume encloses the region where a liquid and a gas phase
may coexist in equilibrium. The set of points outside the shaded area corresponds
to a continuous one-phase region of the diagram.

cedure to determine whether, under certain conditions of pressure
and temperature, a mixture of known composition was uni- or
di-phasic (see later, in Section 2.1.4). Figs. 3 and 2 are helpful to
understand phase behavior in SFC and to select the experimental
parameters.

In contrast to the simple behavior of these binary mixtures,
homogeneous mixtures of CO2 and more complex and/or polar
compounds may separate upon compression and/or heating into
two fluid phases in equilibrium, both of which have a finite com-
pressibility. This separation into two different phases lowers the
free energy of the system, which otherwise would be materially
unstable [12]. The consequence is the existence of most complex
phase diagrams for certain types of mixtures. So, instead of the
criticality condition in Eq. (1) for a pure compound, the criticality
condition for a binary mixture is [12]:(
∂2G

∂x2

)
T,P

= 0 (4)

and(
∂3G
)

= 0 (5)

∂x3

T,P

where G is Gibb’s free energy and x is the mole fraction.
Most complex diagrams are often observed (currently, there are

six types of diagrams identified in the literature [16]), showing two

t as a function of the mixture composition. Solid lines, vapor pressures of the two
organic solvents [19].



1044 G. Guiochon, A. Tarafder / J. Chromatogr. A 1218 (2011) 1037–1114

F
d

i
e
c
t
o
a
i
r
2
(
t
o
b
t
o
i
i
a
c
s
p
d

c
n
c
m
1
c
t
b
i
s
t
r
T
a
p
i

c
m
c

T

P

b
p
a
b
a
o

ig. 4. Phase diagrams of binary mixtures of supercritical fluids [23]. Left, type 1
iagram; right, type 2 diagram.

mmiscible liquid phases or even a gas and two liquid phases in
quilibrium, with several other critical points where the menis-
us between these phases disappears [12,16–18]. Fig. 4 compares
he isothermal P = f(C) phase diagrams of two such systems, those
f types 1 and 2, respectively. In type 1 diagrams, there are a gas
nd a liquid phase in equilibrium at low pressures, below the crit-
cal curve, ADB. The low concentration branch of this curve (AD)
epresents the dissolution of the low-volatility liquid component
in the supercritical fluid 1, while the high concentration branch

DB) corresponds to the dissolution of the supercritical fluid 1 in
he liquid 2. In both cases, the solubility of one fluid into the other
ne at equilibrium increases with increasing pressure, until the two
ranches of the curve meet at the critical point of the mixtures of
he compounds considered. When temperature increases, the size
f the two-phase region shrinks [13]. In the type 2 case, the solubil-
ty of either fluid in the other one does not increase constantly with
ncreasing pressure but goes through a maximum for an intermedi-
te pressure, beyond which the miscibility gap increases. The two
ompounds are never miscible in all proportions but their mutual
olubilities are considerably increased by the pressure increase,
articularly that of the high molecular weight compound in carbon
ioxide.

However, not all possible mixtures should be considered in
hromatography. Rarely does the concentration of sample compo-
ents or that of organic modifiers exceeds ca. 10–15% in preparative
hromatography. While in RPLC, the relative concentration of
ethanol or acetonitrile can span the whole range from 0 to

00%, this does not happen in SFC, where the carbon dioxide con-
entration should almost always exceed 30–40%, to benefit from
he solubility, the viscosity, and the fast mass transfer properties
rought by this compound. Yet, in spite of these limitations, it

s probable that in many cases the mobile phase composition is
uch that it is no longer under supercritical conditions because
he critical temperature and pressure of pure compounds increase
apidly with increasing molecular weight (for all organic modifiers,
c exceeds 240 ◦C, see Table 1). Furthermore, the critical temper-
ture of the sample components will often be very high. Also the
hase diagrams of elution bands might be complex and potentially

nvolve several immiscible phases, even at low concentrations.
It has been suggested in the chromatographic literature that the

ritical point of binary mixtures could be estimated as the arith-
etic mean of the critical temperatures and pressures of the two

omponents:

c,mix = x1Tc,1 + x2Tc,2 (6)

c,mix = x1Pc,1 + x2Pc,2 (7)

This method gives only approximate results, with a somewhat
etter estimate for the critical temperature than for the critical

ressure for compounds giving type 1 diagrams, which tend to give
maximum critical pressure for some intermediate composition

ut a monotonous variation for the critical temperature. For greater
ccuracy the critical point should be calculated using the equations
f state, when one is available (see Section 6), such as the Lee–Kesler
Fig. 5. Diagram of Cailletet and Mathias for the determination of the critical density
[5,25].

or the Peng–Robinson equations, or using group contribution meth-
ods. Other critical properties, such as the critical density, can also
be calculated using the equations of state.

2.1.4. Determination of the critical point
There are many methods used to determine the critical points

of pure compounds or binary mixtures [11]. The experimental data
found in the literature were measured by different methods, some
times with unstated or doubtful precision, at different times, hence
with compounds of uncertain purity. This means that, except for a
few compounds carefully studied by numerous authors like carbon
dioxide, literature data cannot be trusted without reservations. The
methods mainly used were reviewed recently [11,24]. They are

1. The visual observation of the meniscus separating the gas and
liquid phases in a sealed glass tube, while temperature and pres-
sure are progressively raised by heating the tube. The meniscus
must reappear at the same temperature, upon cooling. The fluid
must be pure, devoid of gases or dust. The critical pressure could
be measured in the same experiment if the tube is connected to
a manometer. This method can give a reasonably precise esti-
mate of the critical temperature, provided that it is carried out
with a variable volume cell. Since the mass of compound and
the volume of a closed tube are constant in the experiment, the
point representing the system in Fig. 5 moves along a horizon-
tal line, which will not reach the critical point, unless the cell
volume can be adjusted. Thus, this method of determination of
the critical pressure and density requires the use of a variable
volume pressure vessel with glass windows and a manometer.
Used with a sealed glass tube, it is dangerous since, if there is too
large a sample mass, the gas phase will disappear and the liq-
uid phase will expand, causing the pressure to raise dangerously
when heating continues.

2. The law of rectilinear diameter. This method is based on the
observation of Cailletet and Mathias that the average of the
densities of the saturated vapor and the liquid in equilibrium
with this vapor varies linearly with increasing temperature (see
Fig. 5). Extrapolation permits the determination of the critical
density, see Fig. 5[5,25]. However, significant deviations from the

law take place near the critical temperature and must be taken
into account [11]. This method is used to determine the critical
density of fluids [25]. Fig. 5 shows the Cailletet and Mathias curve
drawn for carbon dioxide, using the data measured by Amagat
[26].
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. The P, V, T relationships (see Eq. (1)) provide data regarding the
critical temperature and pressure. The P(V) relationship mea-
sured below the critical temperature has a kink at the liquid–gas
transition and an inflection point above the critical temperature.

. The dynamic measurements method is similar to the first one,
but use a stream of fluid percolating through a heated cell, the
temperature of which can be raised. It permits measurements for
fluids that are not thermally stable because the residence time
in the cell can be as low as 10 s.

. The measurements of different properties as a function of
isothermal pressurization or isobaric heating provide data on
the critical point. The method was used with measurements of
the sound velocity, the resistivity, the refractive index, etc.

A large amount of critical data for mixtures of carbon dioxide
nd of numerous compounds soluble in it are provided by Abdula-
atov et al. [11]. Besides values of the critical point characteristics,
ables in that review list the method used, the error of measure-

ents estimated, and the concentration range investigated. Phase
iagrams are also provided.

Chester and Innis developed an original, simple, accurate
ethod for the determination of the critical loci of binary systems

r curves that connect the critical points of two compounds in the
, T, x (x composition of the binary mixture) space by joining the
ritical points of all the binary mixtures. This method consists in
etermining from series of elution profiles of samples of a mixture
f known composition of carbon dioxide and the modifier, which
s, at a given temperature, the pressure above which the mixture
s uniphasic and under which it separates into a gas and a liquid
27]. Samples of ca. 0.5 �L are injected into a 2–6 m long fused-
ilica tube, 50 �m i.d.. If the sample is under supercritical conditions
hen injected, a Gaussian’s peak is recorded for the organic com-
ound. If the conditions are subcritical, the sample separates into
gas (mostly CO2) and a liquid phase (mostly the organic com-

ound). The stream of gas eluted from the open tube contains a
onstant concentration of the additive, which corresponds to its
apor pressure, hence the eluted peak is a flat top, nearly rectangu-
ar [20,21,27]. Operating at constant temperature, the experiment
s repeated at increasing pressures, until the peak shape changes
rastically from rectangular to Gaussian. Obviously, the connect-

ng tube between the open tubular column and the detector must

e kept at a temperature higher than the relevant critical locus. A
recision of ca. 1 atm is usually achieved. This method permitted
iegler et al. [20] to determine the critical loci of mixtures of carbon
ioxide and numerous organic solvents, shown in Fig. 6. The CO2
oncentration in the critical mixtures decreases from left to right.

ig. 6. Left: Critical loci of (from top to bottom) 1-octanol, 1-butanol, 1-propanol, etha
hloroform, tetrahydrofuran (•), acetone, and hexane [20].
ogr. A 1218 (2011) 1037–1114 1045

This method was later used to determine the critical loci of mixtures
of carbon dioxide and numerous other organic solvents [22].

2.2. Application of supercriticality in chromatography—a brief
history

SFC was first considered fifty years ago by Klesper et al. [28], as
a form of gas chromatography. To separate porphyrin derivatives
that cannot be analyzed by GC because they begin decompos-
ing at temperatures where their vapor pressure is too low to
allow their elution, these authors used dichlorodifluoromethane
(Tc = 114 ◦C) and monochlorodifluoromethane Tc = 96 ◦C) under
pressures between 70 and 100 atm as the mobile phases. They sep-
arated Ni etioporphyrin II and etioporphyrin on columns packed
with Chromosorb coated with polyethylene glycol. They were able
to recover the purified compounds. Later, Sie et al. used carbon
dioxide as the mobile phase and studied its behavior from the-
oretical and experimental viewpoints [29–32]. Karayannis et al.
showed how to control independently the column back pressure
and the flow rate and described a UV detector with a cell oper-
ating under high pressure [33]. Giddings et al. [34] emphasized
the importance of carrying out gas chromatographic separations
under extremely high pressures, up to 2000 atm, and suggested
a possible convergence with liquid chromatography, due to the
very high density of the carrier gas at these pressures. Then, inter-
molecular forces become very high, allowing the extraction of
macromolecules into the gas phase. These authors used helium,
nitrogen, carbon dioxide, and ammonia as carrier gases and sep-
arated nucleosides, nucleotides, and purines, proteins, peptides
and amino acids, sugars, terpenes, and steroids. Unfortunately, this
work was not pursued. Giddings shifted toward other interests and
other scientists involved in SFC focussed on carbon dioxide, for
its great convenience, forgot about organic modifiers, and placed
considerable emphasis on the role of the pressure and the mobile
phase density, to the point that the molecular interactions between
solutes and mobile phases were almost obliterated [35].

Jenthoft and Gouw developed pressure-programmed SFC and
applied it to the separation of wide molecular weight range samples
of polynuclear aromatic hydrocarbons and of styrene oligomers
[36]. They also designed and built an automatic fraction collec-
tor [37]. It is remarkable that at that time, instruments for SFC

were more sophisticated and advanced than those for HPLC. Yet,
the latter took over in the late 1970s while the former remained
a niche mode of chromatography to this day. Klesper and Hart-
mann developed preparative SFC and used it to purify oligomers of
styrene, which they also analyzed by mass spectrometry [38,39].

nol, and 2-propanol. Right: critical loci of (top to bottom) acetonitrile, n-octane,
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he physico-chemical aspects of the use of carbon dioxide as the
obile phase were studied by Bartmann and Schneider [16], those

f the use of light alkanes by Novotny et al. [40]. Later, Randall and
ahrhaftig coupled directly SFC and MS [41]. Van Wasen et al. pub-

ished an important review of analytical applications that reported
lso on the physico-chemical properties of critical and supercritical
uids, which are of great importance for the operation of SFC [13].

In the late 1970s, analytical and preparative SFC parted ways.
ll preparative applications of chromatography require that the
olumns provide a significant production rate of the purified frac-
ions, hence that they have a sufficiently large cross-section area.
o, packed columns have always been used in preparative applica-
ions [42,43]. In contrast, most analysts interested in SFC decided
hat the trend toward the use of columns packed with ever finer
articles, which began in HPLC at that time, would be leading to
xcessive technical difficulties. Packing columns with finer parti-
les certainly provides a higher efficiency than packing them with
oarser ones but it was feared that it would give them too low a
ermeability and, because carbon dioxide is compressible, that a
ignificant pressure drop take place along the column, in spite of
he low viscosity of CO2. This pressure drop would cause a large dif-
erence in mobile phase density, hence important variations of the
etention factors along the column and a loss in separation power
44]. These results might be explained by the high compressibility
f CO2 in the critical region, where it is highly compressible. Accord-
ngly, packed columns were abandoned in favor of 50 �m i.d. open
ubular columns, which became so successful and popular in gas
hromatography. The use and advantages of these columns were
llustrated by Novotny and Lee [44]. Unfortunately, the flow rates
eeded in these columns are very low, the column back-pressure
ould not be controlled independently of the flow rate, and it was
ost difficult to add a constant concentration of organic modifier,
hich would also have been inconsistent with the use of a flame

onization detector. Although these groups published an extensive
umber of applications, the method did not flourish and it is now
bandoned.

In the early 1980s, Gere et al. [45,46] demonstrated that a con-
entional HPLC instrument could be modified to implement SFC
sing conventional HPLC columns packed with 3, 5, and 10 �m par-
icles. Minimum reduced HETPs of the order of 2–3, comparable to
hose obtained in HPLC were systematically achieved. The low vis-
osity of carbon dioxide permits the operation of the HPLC columns
acked with fine particles at high velocities with low or moderate

nlet pressures, permitting the achievement of high efficiencies and
ifficult separations [47]. So, longer columns, columns packed with
ner particles could easily be used. Finally, because diffusion coef-
cients are large, the columns should be operated at high velocities.
his is why SFC is now conducted with mobile phases containing a
ignificant concentration of an organic modifier, which permits rea-
onable retention of many moderately polar compounds while the
arge content in carbon dioxide gives the low mobile phase viscosity
equired. The pressure profile along the column has a small ampli-
ude but Gere et al. operated their columns under high average
ressure where the compressibility of CO2 is moderate.

Columns do not have to be always operated in the critical
egion of the mobile phase. Often, in the presence of a significant
oncentration of modifier, the mobile phase is in its subcritical
egion. Under such conditions, it can exist as either one of two
hases, a low-density one and a high-density one. Although the
ormer could possibly be used in high-density Gas Chromatogra-
hy, as proposed by Giddings [34], the latter is most commonly

sed and provides a system in which the density of the mobile
hase, hence the retention factors of solutes are less sensitive to
hanges in the local pressure. Then the column performance in
FC becomes comparable to that achieved in HPLC, although the
dvantages of a low mobile phase viscosity and a high diffusivity
ogr. A 1218 (2011) 1037–1114

remain. Many fast analyses had been made with 3 and 5 � particles
[43,45,46]. A number of very fast analyses are now being made with
columns packed with 1.8–3 �m particles, using mobile phases with
ca. 10% methanol or 5% 2-propanol [35]. Now, SFC is considered as a
practical implementation of normal phase liquid chromatography
(NPLC), with several advantages (see Section 12.1).

Although preparative SFC was pioneered by Sie and Rijnders in
the 1960s, by Klesper and Hartmann in the 1970s, and by Novotny
and his associates in the 1970s and 1980s, it attracted only lit-
tle attention, in spite of the significant expansion of supercritical
fluid extraction, which became widespread during the same time.
Preparative SFC was investigated and assessed by several impor-
tant research groups in the pharmaceutical industry [42,48,49].
Preparative SFC has now become widely applied to the separa-
tion of enantiomers in many pharmaceutical companies where it
has been adopted as a general purpose industrial process. This is
due to rapidity of the separations performed and to the ease of
the recovery of the products from the eluent, in spite of the cost
and complexity of preparative SFC instruments and to our lack
of understanding of its fundamentals, which makes difficult the
optimization of production.

Due to the progressive, albeit slow development of SFC during
the last ten years, reliable, leakproof, and safe pumps and valves
are now available. New equipment for SFC permits the achieve-
ment of excellent separations. This progress combines with the
large increase in organic solvent cost, to make SFC attractive (SFC
does use organic modifiers, but the popular ones are methanol,
2-propanol, and propane, which are less toxic and greener than ace-
tonitrile. Additionally; the concentrations needed are lower than in
HPLC, usually below 7%), making the mobile phase non-flammable.
Single-column preparative systems began to be used in the phar-
maceutical industry ten years ago, particularly for the separation of
enantiomers [50–57]. Simulated moving bed SFC has not taken off
yet, due to difficult problems encountered in handling the effects of
the pressure swings that each column experiences during the SMB
cycle because pressure has a significant effect on the retention and
separation factors [58], in spite of elegant work by Di Giovanni et al.
[59]. Nevertheless, this issue is actively studied.

2.3. Use of the term SFC

Initially, SFC stood for supercritical fluid chromatography: ini-
tially, this method was performed with pure supercritical carbon
dioxide as the mobile phase. This does not require extreme experi-
mental conditions, since the critical conditions for CO2 are Tc = 31 ◦

C and Pc = 73 bar. However, Sandra [60–65] showed that the actual
physical state of the mobile phase, whether supercritical or subcrit-
ical and liquid, does not matter much, provided that the compounds
of interest have convenient retention factors and that no sample
component precipitates and accumulates in the column [64]. It is
only important to avoid the boiling of the mobile phase in the col-
umn and the detector, for obvious reasons. He named this method
“Simplified Fluid Chromatography”.

It is obvious that SFC has very often been and still is run under
subcritical conditions. Practically, it is almost always carried out
under critical conditions when the mobile phase contains a signif-
icant concentration of an organic modifier or some other additive,
which is most frequent in preparative applications due to the rel-
atively low solubility of polar compounds in pure CO2. It is certain
also that the use of liquid carbon dioxide as the main component of
the mobile phase confers to it its unusual viscosity, solubility and

mass transfer properties that can be used to advantage by analysts.
These properties are essentially related to the low viscosity and the
high molecular diffusivity of liquid CO2.

SFC has a variety of names in the literature, Supercritical Fluid,
Subcritical Fluid, Near-Critical Fluid, High-Temperature Liquid, Super-
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eated Liquid, and Enhanced-Fluidity Liquid Chromatography, names
hat are used interchangeably and do not lead to major ambiguity
s long as the mobile phase used is a liquid or a dense supercritical
uid and provided that the experimental conditions are clearly and
ompletely stated, which often is not the case in the literature. The
ame Solvating Gas Chromatography seems to fit better the imple-
entations of Gas Chromatography using a dense or a high pressure

as but under subcritical conditions (in contrast to Subcritical Liq-
id Chromatography, which uses a subcritical liquid as the mobile
hase). The name Unified Chromatography has been proposed by
artire [66] and by Chester [19,66–68] but these authors gave dif-

erent meanings to this name. For Martire, it means a theory of
etention based on statistical thermodynamics, which would apply
o GC, HPLC, and SFC, does presuppose the use of any experimen-
al method but emphasized the concept that all chromatographic

ethods are governed by the same theory. For Chester, this name
ncompasses all the implementations of chromatography, which
eems to be too general. This is why we do not use it.

.4. Advantages and drawbacks of SFC compared to gas and
iquid chromatography

The major differences between GC, HPLC and SFC stems directly
rom the different nature and properties of the mobile phases used
n these methods: gases, liquids or supercritical fluids.

In GC, the mobile phase is a permanent gas (H2, He, N2, and A) that
remains under relatively low pressure (below ca. 5 atm). It has a
low viscosity (90–200 × 10−6 poise, which increases with increas-
ing temperature), a high diffusivity, a low density and it behaves
nearly as an ideal gas. The vapors of all compounds present in
the carrier gases have a fugacity that is close to 1, and in which,
accordingly, the nature and the pressure of the carrier gas has
only a minor influence on the equilibrium constants between the
two phases of the chromatographic system and on their reten-
tion factors. This influence is seen only with extremely efficient
open tubular columns [69] or under unusually high pressures.
The retention factors in GC depend first on the vapor pressure of
the corresponding compound (hence on temperature) and, sec-
ond, on its activity in the stationary phase. Ettre noted that, if
helium is used as the carrier gas, the first section of a GC column
is operated under critical conditions [70].
In contrast, in HPLC, the mobile phase is a mixture of conventional
solvents and the influence of the nature and relative concentra-
tions of these solvents on the retention of sample components
depends only on the nature and intensities of the molecular inter-
actions between solutes and solvents. Retention and separation
in HPLC is controlled by partitioning between the mobile and the
stationary phases and the composition of the mobile phase plays
a much more important role in HPLC than in GC. The viscosity of
the solvents used as mobile phase components is several hundred
times larger than those of common gases (0.3 to 2 × 10−2 poise).
The molecular diffusivities are correspondingly lower.
In SFC, the mobile phase is almost always supercritical carbon
dioxide, often modified with some moderate amounts of organic
solvents, mainly methanol. The viscosity of supercritical or crit-
ical fluids is many times higher than that of the corresponding
gases but much lower than that of all solvents [6]. Hence, the
molecular diffusivity of a compound is several times lower in
these fluids than in gases. However, the viscosity of supercritical
fluids is an order of magnitude lower than that of most solvents

and the diffusion coefficients of solutes in these fluids an order of
magnitude larger than in common solvents.

This suggests that the maximum efficiency of columns should
e comparable in these three methods and that is inversely pro-
ogr. A 1218 (2011) 1037–1114 1047

portional to the square of the particle diameter. The optimum flow
velocity is inversely proportional to the particle size and propor-
tional to the diffusion coefficient of the compound considered. In
all cases, high pressure gradients will be required to achieve the
needed flow rates and difficulties will arise from the mobile phase
compressibility that tends to considerably decrease from gases to
critical fluids, to supercritical fluids, and to liquids, for which it is
very low. The compressibility of fluids (see Eq. (3)) is high in the
critical region and becomes infinite at the critical point (the iso-
chore compressibility of all gas–liquid diphasic mixtures is infinite
at the critical point, which is the last point in the two-phase region
where the compressibility of the system is infinite, as indicated by
its horizontal inflection point [12]). Depending on the experimental
conditions, the variation of the mobile phase density along the col-
umn, hence of the retention factors, may be negligible (HPLC), have
negligible effects on retention (GC), or be significant to a degree
depending on the experimental conditions (SFC).

Preparative chromatography requires large volumes of mobile
phase. This was already the major objection that Willstater made to
Tswett and to liquid chromatography [71]. This will never change
and is valid for SFC as for HPLC. The reason is that chromatography
can separate compounds well only if they are relatively dilute in
the mobile phase. The equilibrium isotherms of the sample compo-
nents between the two phases of the system are nonlinear. So, when
their concentrations increase, their elution profiles become broader
and the elution bands of closely retained components interfere, pre-
venting efficient separation (see Section 9). Therefore, in practice,
the separated products obtained are dilute and the collected frac-
tions must be concentrated without loss. Recovery of pure products
from the effluent of GC preparative columns is one of the technically
most difficult step in preparative SFC [72]. It requires the cooling of
the mobile phase. This cooling must be progressive to avoid the for-
mation of stable aerosols, a difficulty similar to the one encountered
in preparative GC. Recovery of pure products from the effluents of
SFC columns requires the progressive decompression of the mobile
phase, to avoid the formation of a mist and the loss of part of the
purified products. The traps must be designed so that the conden-
sation of the fractions is like the formation of a rain rather than a
fog. Carbon dioxide vaporizes and leaves products concentrated in
the organic modifier, from which they must be recovered. In both
these two cases, the recovery is relatively inexpensive (see Section
11.5). In HPLC, in contrast, recovery of the pure products is made
at important evaporation costs [42].

Compared to preparative GC, SFC shares the advantages of HPLC,
the flexibility given by the use as the mobile phase of a solvent
or a mixture of solvents that dissolve all the sample components,
allow operation at moderate temperatures, and afford the choice
of a wide range of eluent compositions that can be modulated to
moderate or enhance the interactions of the sample components
and the stationary phase and maximize the resolution between the
compound of interest and those that must be eliminated from the
final product.

Preparative SFC presents significant advantages over HPLC:

1. Normal phase chromatography is easier to implement in SFC
because the retention factors are less affected by the presence
of small amounts of water in the mobile phase [35]. This may be
due to the higher solubility of water in CO2 than in the organic
solvents used in NPLC and to the insulation of liquid carbon diox-
ide from the laboratory atmosphere being better because easier

than that of solvents.

2. Most conventional active pharmaceutical ingredients and the
compounds used for their synthesis are as soluble or more solu-
ble in mixtures of supercritical fluids and organic modifiers than
in organic solvents.
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. The equilibrium isotherms of pharmaceutical ingredients
between supercritical fluids and the adsorbents used to pack
preparative columns are often less curved, so column loadability,
hence productivity and throughput of preparative SFC are 5–10
times larger than those of preparative HPLC [42].

. Recovery of purified products from collected fractions is eas-
ier and less costly because solubilities in supercritical fluids
decrease rapidly with decreasing pressure near the critical pres-
sure; controlled expansion of the supercritical fluid solution
gives a product with a high recovery yield [42].

. The main component of supercritical fluid phases, CO2, is
cheaper, greener and safer than organic solvents.

On the other hand, HPLC retains some critical advantages over
FC

. The rapid development of GC created a considerable support sys-
tem, which was well established long before SFC ever began.
Combined with more difficult technical requirements, this stifled
the development of SFC.

. The extraordinary development of HPLC in the last forty years
has indirectly created a huge support system and much scientific
and technical expertise, which is not available to SFC.

. Instrumentation is more simple and less expensive in HPLC than
in SFC.

. The effect of operational parameters on the elution profiles are
different and more complex in SFC than in HPLC or GC.

. Advanced knowledge in the physical chemistry of liquid/solid
adsorption is nearly ubiquitous while it is still lacking for super-
critical fluid/solid adsorption. A profound knowledge of the
theoretical and experimental principles of SFC is necessary for
the pioneers.

. Manpower with the necessary experimental skills is available in
nearly any laboratory in the world in HPLC, not yet in SFC.

. Massive leaks of carbon dioxide are a constant risk for the
operators of an instrument or a unit. This risk is difficult to
assess properly and can too easily be neglected or overestimated
because there are few comparable chemicals.

. RPLC is more difficult to use in SFC than in HPLC for the lack
of a suitable polar supercritical fluid. The only possible other
fluids would be ammonia, sulfur dioxide, and water. The first
two are toxic, their critical properties are poorly known, and
their use would raise too great difficulties. The critical temper-
ature and pressure of water are high, making it difficult to use;
however, subcritical water extraction is an attractive technique
and subcritical water chromatography might prove to be quite
useful.

There has been a significant number of attempts made by
eputed chromatographers and by fledging companies to launch
FC to orbit as a full-fledged chromatographic method of analy-
is or of production. The latter applications have been somewhat
ore successful than the former but SFC still remains today a

iche method. The essential obstacle is that it has never found its
killer application” [73], the one application of major importance
hat it can perform so well that no other separation method can
ven dream of competing with it. For GC, it was the separation of
etroleum products, for HPLC, the analysis of low molecular weight
harmaceuticals, their metabolites and their other relatives. So far,
ore complex to understand and use, more expensive to practice,

erforming as well as GC or HPLC in many cases but rarely much

etter, SFC has remained the Cinderella of separation methods.

The landscape may now be on the verge of changing. Significant
rogress was recently made in the design, the performance and
he reliability of instruments, in spite of a narrow market. More
mportantly, economic and regulatory issues are favoring SFC over
ogr. A 1218 (2011) 1037–1114

HPLC. The latter method utilizes organic solvents that are toxic,
hazardous, and expensive. SFC uses mostly carbon dioxide which is
considered as CO2 neutral, since the process itself does not produce
it. Admittedly, SFC uses also, besides carbon dioxide, significant
amounts of organic solvents but far less than HPLC. Finally, while
small residual concentrations of many organic solvents in drugs
or food additives should be carefully controlled and must often be
entirely eliminated, there is no such problem with carbon dioxide
which is toxic only at high concentrations and is not chronically
toxic at low concentrations.

This suggests that the interest of separation scientists and engi-
neers for SFC should increase in the next few years, provided that
significant progress is made in a number of fundamental issues
that are not yet fully understood. This purification method could
become more important than it is at present, under the combined
pressure of economic considerations (the price of conventional sol-
vents, except methanol, is closely linked to that of crude oil and
might increase considerably in the next few years) and of environ-
mental regulations regarding the use of these solvents. This does
not mean that we suggest that SFC will ever replace GC and/or HPLC.
We rather think that it should take a significant share of the atten-
tion, interest and market of the separation sciences but a relatively
modest, certainly not an overwhelming one.

3. Physico-chemical properties of high temperature, high
pressure fluids

Accurate estimates of the physico-chemical properties of mobile
phases used in chromatography are crucial for developing further
understanding on its role in solute retention and transport. In this
review, only the properties that are relevant to SFC are discussed.
The particular physico-chemical properties of carbon dioxide and
methanol will be discussed in Sections 4.1 and 4.3. The phase dia-
grams of mixtures of the eluents used in SFC and of the components
of the bolus of feedstock to be processed in preparative SFC can-
not be predicted because the critical conditions of SFC eluents
mixed with unknown compounds having large complex molecules
of complex structures are not yet well understood. The viscosity,
the compressibility, and the thermal properties (thermal conduc-
tivity and thermal expansion) of supercritical fluids are properties
of fluids that are so important that they are discussed in separate
sections, respectively, Sections 5.3, 6, and 5.8.

3.1. Solubility equilibria in supercritical fluids

Supercritical fluids are “adjustable” solvents, with a continuous
transition between being excellent solvents under the supercritical
state, mediocre solvents in the subcritical region, and poor solvents
as merely compressed gases, at pressures well below the critical
pressure. The rapid separation of the purified compounds from the
SFC eluent after fraction collection by changing the pressure and the
temperature of the fluid is most useful as it permits considerable
savings in time and energy. However, phase diagrams are very com-
plex [12,16,18], which may be a serious source of difficulties in (1)
the selection of suitable organic modifiers; and (2) in preparative
chromatography, where operating at high sample concentration is
an economic necessity. Brennecke and Eckert have reviewed exper-
imental data and analytical methods and attempted to delineate the
advantages, potentials, and limitations of SFC in extraction [74].

The measurements of the solubility of solid or liquid compounds

in supercritical fluids or in fluids in their near critical region are
fraught by several poorly known phenomena which seem to have
been ignored by many chromatographers. In the presence of high-
pressure fluids, solids may experience significant freezing point
depression. The selective dissolution of the fluid phase compo-
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intensity of the intermolecular interactions, which increases with
polarity and ı correlates strongly with the polarity. The solubility
ig. 7. Solubility of phenol in supercritical dioxide as a function of the pressure at
ifferent temperatures [77].

ents in the molten sample may affect the composition of the two
hases. Also the solubility of the high-pressure fluid in liquid sam-
les is often very high [75] and the compositions of the two fluids at
quilibrium tends toward the same limit, reached at the upper crit-
cal endpoint, where the composition of the liquid phase becomes
dentical to that of the gas phase [74]. The solubility versus pres-
ure equilibrium isotherms of liquids in supercritical fluids does not
all as precipitously with decreasing pressure as that of solids [76].
kman and Sunol [77] calculated the solubility of phenol in car-
on dioxide at 36, 48, and 60 ◦ C under pressures between 100 and
50 atm, using the Peng and Robinson equation of state (see Section
.5). The calculated values agree well with the experimental data
f van Leer and Paulaitis [76], as illustrated in Fig. 7.

Schneider has shown that the critical P(T) curves in phase
iagrams of carbon dioxide and alkanes vary progressively with

ncreasing number of carbon atoms in the alkyl chain. Similar
ehavior was observed for systems of a component 1 of high volatil-

ty (e.g., CO2, C2H6, and CF4) mixed with a component 2 of low
olatility (e.g., alkanes, alkanols, and carboxylic acids) differing con-
iderably from 1 in terms of molecular mass, shape, structure or
olarity. Complex diagrams of different types can be obtained [78].
requently, a mixture of two components, B and C is more soluble
n a critical fluid than each one of these two components alone. The
tudy of mixtures (e.g., 1-butanol and 2-methyl-2-propanol) under
ery high pressures (above 300 MPa and up to 2 GPa, respectively)
hows that homogeneous solutions separate into several solutions
n equilibrium. Increasing the pressure of a multicomponent mix-
ure (e.g., 1-butanol, 2-methyl-2-propanol, and water) at constant
emperature may lead to heterogeneous states. This behavior is
amed high pressure immiscibility [79].

Jha and Madras measured the solubility of naphthalene in super-
ritical carbon dioxide at 308 K, for pressures up to 250 bar [80]
nd compared their experimental results to values calculated using
he Peng–Robinson equation of state with two-parameter mixing
ules [81] and fundamental thermodynamic equations (see later in
his paper, Eqs. (124)) and (125) and Section 6.5). They found an
xcellent agreement, with an average absolute relative deviation
f 5%.
Numerous authors measured the solubility of a wide variety
f compounds in supercritical fluids. Mishima et al. measured the
olubilities of undecanolide and pentadecanolactone in supercriti-
al carbon dioxide at two temperatures, under different pressures
etween 12.2 and 25.3 MPa [82]. Tuma et al. measured the solubil-
ogr. A 1218 (2011) 1037–1114 1049

ities of a series of anthraquinone dyes [83]; Roth et al. measured
that of 11 n-alkanes between C21 and C40 and that of two fullerenes,
C60 and C70[84]. These data permitted the derivation of the partial
molar volumes, dissolution enthalpies and measures of the short-
range interactions between the molecules of these compounds and
those of carbon dioxide. Later, they determined the second virial
coefficients for a series of n-alkanes and carbon dioxide and the
Krichevskii parameters of several n-alkanes in CO2, noting the lin-
ear variations of these parameters with the number of carbon atoms
[85].

3.1.1. Solubility in ternary systems with carbon dioxide
Francis reported the mutual solubility of carbon dioxide and

261 other substances and the phase diagrams of 464 ternary sys-
tems at or near room temperature [86]. Most possible types of
such diagrams were found, including those with several binodal
curves. Carbon dioxide has two unusual properties, which make
these diagrams possible. They are probably related to the closeness
of the critical temperature and the temperature at which measure-
ments were made (25 ◦C). At moderate concentrations, up to ca. 40%
(w/w), carbon dioxide acts as a dissolved gas and enhance the misci-
bility of the other two substances. Most pairs of immiscible liquids
become an homogeneous solution upon mixing with a sufficient
amount of carbon dioxide [86]. In contrast, at higher concentra-
tions and especially above 60–90%, carbon dioxide is a rather poor
solvent for many of these same substances and may be a strong
demixing or precipitating agent [86].

In all this work, carbon dioxide was subcritical. The temperature
had little influence on the solubility due to a compensation effect
between the increase of solubility with increasing temperature and
its decrease with decreasing density of the fluid. Carbon dioxide has
a selectivity different from those of many other solvents. It is com-
pletely miscible with aliphatic and monocyclic hydrocarbons but
incompletely miscible with dicyclic hydrocarbons, whether naph-
thenic or aromatic in the same range of boiling points. It is weakly
acidic and does exhibit a strong affinity for weak bases like aniline
and pyridine. Some details were given in Section 4.1.

3.2. Solubility parameter

1 One of the most serious difficulties encountered in chro-
matography and particularly in preparative chromatography is the
solubility of the sample components in the mobile phase. This
parameter controls the amount of sample that can be injected into
the column, hence the production rate of any unit. This issue is
most important in SFC because carbon dioxide is a good solvent for
nonpolar compounds but not for polar compounds and the latter
account for most pharmaceutical products. So, it is important to be
aware of the recent work done on solubility, the parameters that
control solubility and to understand how these parameters relate
the retention.

Hildebrand and Scott [87] defined the solubility parameter as

ı =
√
�Ev

V
=
√
�Hv − RT

V
(8)

where �Ev is the energy needed to vaporize the molecules of a
compound contained in the volume V of liquid. The ratio�Ev/V is
the density of cohesive energy of the compound. It is related to the
parameter is an important quantity that helps to understand the
solubility of two compounds. The Hildebrand solubility parameter

1 See the definition of the parameters later, in the nomenclature section.
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rovides a quantitative estimate of the possible degree of inter-
ction between materials, which is a good indication of solubility,
articularly for non-polar materials. Materials with similar values
f ı are likely to be miscible.

Regular solutions are solutions in which the solute molecules dis-
erse randomly among the solvent molecules and both solute and
olvent molecules have similar sizes [87]. Then, the mixing entropy
s negligible. The enthalpy change associated with the transfer of
he pure nonpolar solute into the nonpolar solvent 1 at infinite
ilution is approximately [87]

H̄oi,1 = V̄i(ıi − ı1)2 (9)

ssuming that the molecular interactions in both solute and solvent
re controlled by London dispersion forces. A similar equation could
e written for the enthalpy of dilution of the solute i into a similar
olvent 2. Then, the transfer of a mole of solute from solvent 1 to
olvent 2 entails an enthalpy change

H̄oi =�H̄oi,2 −�H̄oi,1 = V̄i[(ıi − ı2)2 − (ıi − ı1)2] (10)

ince the mixing entropy is negligible, �S̄o
i

= 0 and the change in
hemical potential of the solute is

�oi = V̄i[(ıi − ı2)2 − (ıi − ı1)2] (11)

hich gives the distribution coefficient of the compound between
he two solvents

nK = −V̄i
RT

[(ıi − ı2)2 − (ıi − ı1)2] (12)

lthough this equation is approximate, it provides useful relation-
hips between the properties of pure compounds, the solutes and
olvents, their molecular interactions, and the physico-chemical
roperties of their solutions. It is important to note that this equa-
ion provides help in the selection of the solvents needed to dissolve
solute, even when solute and solvent have somewhat different
olecular volume and a moderate polarity. Eqs. (11) and (12) show

hat the dissolution of a solute takes place preferentially in the sol-
ent having the solubility parameter closest to that of the solute
onsidered.

Later, Hansen [88] developed the Hansen Solubility Parameters
hat provide a more reliable estimate of the solubility of one com-
ound into another one. In this approach, each molecule is given
hree Hansen parameters, related to the energies from (a) the dis-
ersion bonds ıd, (b) the polar bonds ıp, and (c) the hydrogen bonds
h, formed between its molecules. These parameters are treated as
oordinates for a point in a Hansen space. The possibility of two
ompounds dissolving in each other increases with the proximity
f the two molecules in this three dimensional space. The Hansen
olubility parameter has found wider applicability in predicting
olubility in different kind of solvents, unlike the Hildebrand solu-
ility parameter which is reported to be more useful with non-polar
olvents.

.2.1. Solubility parameters of supercritical fluids
Although designed and developed for liquids, the concept of

olubility parameter was readily extended to dense gases and
upercritical fluids [89]. The solubility parameter of a dense gas
an be estimated by one of the two equations

= 1.25
√
Pc
�

�liq
(13)
= ıliq
�

�liq
(14)

here �/�liq is the ratio of the density of the dense gas to that of
he liquid at its boiling point.
ogr. A 1218 (2011) 1037–1114

Eq. (13) shows that the solvent power of a critical or subcritical
fluid depends on two different factors, its personality and its den-
sity [89]. The former reflects the structure of the solvent molecule
and its polarity. Water (ı= 23.4), ammonia (ı= 16.3), methanol
(ı= 14.5), being highly polar have a high solubility parameter and
dissolve polar compounds. Nonpolarizable compounds like argon
(ı= 6.8) or light hydrocarbons have negligible or nearly negligible
solvent effect. Carbon dioxide (ı= 8.9 at Tc = 31 ◦C) is an excellent
solvent for molecules of moderate polarity, but dissolves poorly
polar compounds. It should be noted that the critical temperature,
like the boiling point of molecules increases with increasing polar-
ity, making inconvenient the use of polar compounds as mobile
phases in SFC. The second factor controlling the solvent power of
dense gases or supercritical fluids is their density, which has the
advantage of being easily tuned [90].

Tijssen et al. [91] showed that the solubility parameter can read-
ily be derived from an equation of state, using the relationship:

ı2 = −RTc
�

[
H −H∗

RTc
+ Tr
]

+ 3
2
RT

�
(15)

where the term (H − H∗)/RTc, called the residual enthalpy function
or enthalpy departure, can be estimated from tables given by Lee
and Kesler [92]. The second term, 3RT/2�, accounts for the change
in the number of degrees of freedom of the molecules compared to
those of an ideal gas, a change which under SFC conditions in which
the fluid density, hence its molar volume, depends considerably on
the pressure, so the second term may be substantial.

The enthalpy departure in Eq. 15 is given by

H −H∗

RTc
= Tr
(
Z − 1 − b2 + 2b3/Tr + 3b4/T2

r

TrVr
− c2 − 3c3/T2

r

2TrV2
r

+ d2

5TrV5
r

+ 3E

)
(16)

with

E = c4
2T3
r �

(
ˇ + 1 −

(
ˇ + 1 + �

V2
r

)
e

− �

V2
r

)
(17)

3.2.2. Crossover pressures in solid-SFC equilibria
The solubility of a solid in a supercritical fluid is not a well-

behaved function of pressure [93]. Solubility initially decreases
with increasing pressure, reaches a minimum, then rises rapidly
in the critical region. The solubility increases with increasing tem-
perature at low pressures and at high pressures, as does the vapor
pressure of the solid. However, in an intermediate range of pres-
sures, the solubility decreases with increasing temperature (see
earlier, Fig. 7). This is a consequence of the rapid decrease in
the density of the solvent in that range. There are two crossover
pressures, at a low and a high pressures ones, at which the plot
of the solubility versus temperature changes sign. The criteria
is(
∂x2

∂T

)
P

= 0 (18)

For ternary systems, the crossover regions may be sufficiently dif-
ferent for the two solids to allow for their separation.

3.3. Fugacity in SFC phases

An equation for the fugacity coefficient of a pure compound can
be derived from the Lee–Kesler equation of state (see Section 6.4.1).
This equation was derived by Schoenmakers [7] and it is written

ln	 = ln
f

P
= Z − 1 − ln Z + B

V
+ C

2
+ D

5
+ E (19)
r 2Vr 5Vr

where f is the fugacity,	 the fugacity coefficient, and Vr the reduced
volume (see Eq. (77)). Z is the compressibility factor, the definition
of which is also discussed in Eq. (81) while a method for its deter-
mination is given in Eq. (100). The coefficients B, C, D, and E can
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Table 2
Coefficients of the Lee and Kesler equation of state [92].

Coefficient Simple fluid (◦) Reference fluid r

b1 0.1181193 0.2026579
b2 0.265728 0.331511
b3 0.154790 0.027655
b4 0.030323 0.203488
c1 0.0236744 0.0313385
c2 0.0186984 0.0503618
c3 0.0 0.016901
c4 0.042724 0.0415779
d1 0.155488 × 10−4 0.48736 × 10−4
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the retention factor of a compound, log k), and the letters E, S, A, B,
and V denote solute dependent input parameters that are related
to measures of the polarizability of the solute in excess of that of an
n-alkane of comparable size, of its dipolarity (with some contribu-
tion from its polarizability), its hydrogen bond acidity (or donating
d2 0.623689 × 10 0.0740336 × 10
ˇ 0.65392 1.226
� 0.060167 0.03754
ωr 0.3978

e calculated following Eqs. (78) and (17). The coefficients b1, b2,
3, b4, c1, c2, c3, d1, d2, ˇ, and � in these equations have numeri-
al values that are independent of the compound considered (see
able 2).

The fugacity coefficient of compound 2 in a binary mixture is
iven by [94]

n	2 = ln	m + (1 − x2)

(
∂	m
∂x2

)
P,T

(20)

here 	m is the fugacity coefficient of the mixture and x2 is the
olar fraction of component 2. In chromatography, the important

arameter is the fugacity coefficient at infinite dilution or limit of
n 	2 when x2 tends toward 0.

.4. Partial molar volumes in supercritical solvents

The partial molar volume of the solute in a solvent is an impor-
ant property that permits investigation of molecular interactions
etween solute and solvent [95]. It is important in determining the
etention dependence on the mobile phase density [96]. Wheeler
ad shown that the partial molar volume of solutes at infinite dilu-
ion should diverge toward infinity at the solvent critical point,
he values becoming negative if there are attractive interactions
etween solute and solvent molecules, positive if these interac-
ions are repulsive [97]. However, the limiting values depend on the
ath of approach [74]. Experimental values support this fundamen-
al result and suggest that clustering of a large number of solvent

olecules takes place around each solute molecule. The knowledge
nd understanding of molecular interactions is thus, more than in
PLC, most critical to understand the behavior of retention in SFC.

On theoretical grounds and on the basis of a lattice-gas model,
heeler predicted that the partial molar volume of solutes in the

ritical region should be dominated by the compressibility of the
uid [97]. Accordingly, it should tend toward a negatively infi-
ite value at the critical point. This prediction was confirmed by
xperimental results of van Wasen and Schneider [23]. Using SFC,
hese authors measured the partial molar volumes of naphthalene
nd fluorene in carbon dioxide at 35, 40 and 50 ◦C, for pressures
etween 50 and 130 bar. They assumed the partial molar volume
f the solute to be constant in the adsorbed phase and measured
he variation of the partial differential of the retention factor of
he solute ∂ k/∂P with the pressure. The influence of the pressure
n the retention factor of naphthalene, at different temperature is
llustrated in Fig. 8[7], which is very similar to that shown by van

asen and Schneider, and the partial molar volumes of the two

olutes in Fig. 9. The solid line shows the isothermal compress-
bility of pure CO2. The partial molar volumes of solutes were also
tudied by Eckert et al. [98].

Solubility data measured by Roth [84] were used to derive the
artial molar volumes of the C60 and C70 fullerenes and of the
Fig. 8. Retention factor of naphthalene in carbon dioxide as a function of the pres-
sure at different temperatures, © 35 ◦C; �, 40 ◦C; + 50 ◦ C [7].

C21 to C40 n-alkanes at infinite dilution in carbon dioxide (see
Section 3.1). These data were used to derive quantities characteriz-
ing short-range solute-CO2 interactions. Differences between these
interactions for fullerenes and n-alkanes are significant and were
discussed. They suggest that the interactions between carbon diox-
ide and fullerene molecules are less than those between CO2 and
n-alkanes.

3.5. Linear solvation energy relationships in supercritical systems

A cogent review on linear solvation energy relationships (LSER),
their interpretation and use was recently published by Vitha and
Carr [99]. The currently accepted symbolic representation of LSER
was provided by Abraham et al. [100].

SP = c + eE + sS + aA+ bB+ vV (21)

where SP is a property related to free energy (e.g., the logarithm of
Fig. 9. The partial molar volumes of naphthalene and fluorene in carbon dioxide at
different temperatures. Experimental data [23] and calculated curve [97]. �, naph-
thalene on PerisorbA; �, naphthalene on PerisorbRP-8; �, fluorene on PerisorbA; ©,
fluorene on Perisorb RP-8.
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bility), its hydrogen bond basicity (or accepting ability), and its
olecular volume. These parameters are included to account for

he contribution of a specific type of intermolecular interactions.
he coefficients e, s, a, b, and v and the constant, c, are charac-
eristics of the specific system involved, the system of two phases
etween which the free energy difference of the compound must
e calculated. These coefficients are actually determined via mul-
iparameter linear least-squares regression analysis of a data set
omprised of solutes with known E, S, A, B, and V values and which
pan a reasonably wide range in interaction abilities [99]. Consid-
rable energy has been spent by numerous scientists to investigate
hese relationships. It is unfortunate that most of them ignore the
mportant work of Krug et al. who identified a major pitfall of over-
mbitious linear free energy relationships and provided tests to
void them [101–103]. A typical LSER is the relationship between
he Kovats retention indices of alkanes and their van der Waals
olumes [104]. LSER have been used to interpret retention mecha-
isms and to predict retention data [99].

.5.1. Solvatochromic effects in supercritical systems
The set of solvent parameters or solvent descriptors are

elated to their solvent strengths in the various scales available
nd, particularly to the solvatochromic scale of solvent dipolar-
ty/polarisability of Kamlet, Taft and Abboud [105–110]. Numerous
as–hexadecane, gas–octanol, gas–water LSER have been devel-
ped and used to characterize stationary phases and predict their
electivity, facilitating the selection of the best phase for a given
eparation [99]. A similar, larger effort was made in HPLC, partic-
larly for RPLC phases. Difficulties were encountered, however, in
ccounting for the molecular size of the solid. In the liquid phase, a
avity must be made to accommodate the solute, which is not the
ase in the gas phase. Diffusive interactions are the dominant inter-
olecular interactions in gas–liquid transfers but, although they

orrelate strongly with molecular size, are not well represented by
simple volume term. For this reason, Abraham suggested using

he logarithm of the gas-to-hexadecane partition coefficient, L16 as
combined measure of the influence of the energies of dispersive

nteractions and cavity formation on the free energy of the solute in
C correlations, with l being the associated parameter of the system
tudied [111].

Schneider reported that the Kamlet–Abboud–Taft scale could
e extended by spectroscopic measurements on five probe com-
ounds (nitrobenzene derivatives) dissolved in supercritical fluids

n a large range of temperatures and pressures, which permits
comparison with conventional solvents [78]. All non-selective

nteractions can be described by a polarity parameter, �∗, defined
y

¯ = �̄0 + �∗s (22)

here �̄ and �̄0 are the wavenumbers of the absorbance maxima in
he fluid studied and in a reference fluid (e.g., cyclohexane), respec-
ively and s is a parameter characteristic of the probe compound,
hich is found in the literature. The polarity parameter increases
ith increasing reduced density of fluids. For carbon dioxide, the

ncrease is nearly linear in the reduced velocity range between 0.7
nd 1.8.

.6. Dielectric constant

This constant provides a measure of the efficiency of a solvent
t promoting the dissociation of the solutes, which are electrolytes,

nto their ions. In solvents with a high dielectric constant (e.g.,

ater), electrolytes dissociate readily while in solvents with a low
ielectric constant considerable ion-pairing occur (e.g., ethers).
he dielectric constants of most solvents used in SFC are known
ut those of mixtures of these solvents are not. They are needed,
ogr. A 1218 (2011) 1037–1114

however, to predict the solubility of chemicals in mixed solvents
that are commonly used in chromatography or in other separation
techniques. The common method of calculating the values of this
constant for mixed solvents consist in assuming a simple additiv-
ity rule and in deriving the constant as the weighted average of the
mixture components. This would be valid for ideal solvent mixtures
but is highly imprecise for mixtures of solvents exhibiting strong
intermolecular interactions.

Jouyban et al. [112] suggested that the dielectric constant of a
binary mixture of known composition is given by the equation

ln�m,T = ln	1�1,T + ln	2�2,T + 	1	2

2∑
j=0

Aj(	1 − 	2)
T

(23)

where�i,T is the dielectric constant of component i at temperature T,
�m,T that of the mixture, 	i the volume fraction of the solvent i, and
Ai an empirical constant. The average deviation between calculated
and measured values is generally of the order of one percent. The
major difficulty in the application of this method lies in the lack of
tables of empirical constants.

4. Particular physico-chemical properties of some common
sfc solvents

The state of fluids in SFC is profoundly different from that of
gases in conventional gas chromatography, where pressures are
less than ca. 10 bar. The fluids used in SFC have a density markedly
higher than that of these gases, by at least an order of magni-
tude. We describe here the physico-chemical properties of fluids
commonly used as the main component or as additives of mobile
phases for SFC, carbon dioxide, water, methanol, propanol. If it were
not for some technical difficulties that would obviously be encoun-
tered, several common gases (which actually are supercritical fluids
in their conventional tanks) could also be used, such as nitrogen,
argon, xenon, or sulfur hexafluoride.

4.1. Carbon dioxide

This is by far the fluid most useful in SFC. This is due to
a rare combination of characteristics. Its critical point makes
it easy to handle under the supercritical state, with a critical
temperature of 304.1282 ± 0.01 K (ca. 31 ◦C), a critical pres-
sure of 7.3773 ± 0.0030 MPa (ca. 74 atm), at a critical density of
0.4676 ± 0.0006 g cm−3[113]. So, it can be used at temperatures
barely higher than room temperature, at pressures between 50 and
200 atm. The relationships between the density, the viscosity (),
and the diffusivity of carbon dioxide (D1,1) and the pressure at a
temperature of 40 ◦C, ca. 9 ◦ C above the critical temperature are
illustrated in Fig. 10. The viscosity is remarkably constant up to
reduced pressure of nearly 0.95 but continue increasing rapidly
with increasing pressure until a reduced pressure of ca. 3 before
tapering off. The product D1,1 remains nearly constant. Thus, in a
significantly wide region, carbon dioxide has a density and a solvent
power comparable to those of poorly polar organic solvents but a
viscosity and a diffusivity intermediate between those of gases and
of conventional solvents [13]. A graph showing the viscosity of car-
bon dioxide as a function of temperature and pressure is shown
later, in Fig. 12

The permittivity of carbon dioxide increases rapidly from ca. 1.1
to 1.5 for pressures between 5 and 25 atm and remains lower than

1.8 at the highest pressures, corresponding to liquid density [12].
Carbon dioxide does not have a dipole moment and its polarizabil-
ity is low. So, solvation effects are unimportant and intermolecular
interactions are essentially of the van der Waals type. Conse-
quently, carbon dioxide is a good solvent for the components of
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ig. 10. Left: Relationship between the density, the viscosity, and the diffusivity of
he density, the viscosity, and the diffusivity of supercritical carbon dioxide as a fun

ow polarity and moderate molecular mass found in products of
he food, pharmaceutical, and cosmetic industries. Because it can
e used at temperatures barely above ambient, and it is not reac-
ive, thermal or chemical degradations are avoided. However, it
as been reported to react with amines and form carbamides. It is
lso not combustible, not hazardous (except at high concentrations)
nd nontoxic and it is a natural product. Although it exhibits an
cute toxicity at high concentration because its presence switches
ff breathing, it is not toxic at low concentrations, with no chronic
ffects. Any residual trace of it in any product would be harmless.

The viscosity of supercritical carbon dioxide is low [114] and its
elf-diffusion coefficient is high [115]. When carbon dioxide is used
s a supercritical cosolvent in subcritical solvents, it decreases con-

iderably the viscosity of solutions and enhances the mass transfer
inetics, which is particularly important in SFC.

ig. 11. Compressibility factor of methanol as a function of pressure along super-
ritical isotherms, •. Comparison with data of other authors (©, [125], x[126]) and
ith curves calculated from equations of state not reported in this review. [124].
critical carbon dioxide at 40 ◦ C with its pressure [13]. Right: Plot of the product of
of its pressure.

4.2. Water

The critical temperature and pressure of water are Tc = 373 ◦ C
and Pc = 217 atm. This combination of physical conditions is dif-
ficult to achieve. However, the physico-chemical properties of
water change rapidly with increasing temperature and pressure
and one can consider that the subcritical range of water begins
around T = 100 ◦ C and P = 10 atm. This fluid is used in numer-
ous applications of subcritical water extraction (SWE), a process
that is now wide spread [116,117]. It is based on the observation
that the dielectric constant (80.1 at 20 ◦C) and the surface ten-
sion of water decrease with increasing temperature and become
close to those of methanol. This effect is explained by the pro-
gressive breaking down of the hydrogen bonding between water
molecules. As a consequence, compounds such as polycyclic aro-
matic hydrocarbons (PAH) and polychlorinated biphenyls (PCB)
become soluble in water. Obviously, as the temperature rises, so
does the vapor pressure, which for water is approximately given by
P(atm) = (T/100)4 ◦ C)/100, meaning that it is still less than 40 atm
at 250 ◦C.

Pure, hot subcritical water has attracted much interest as a
mobile phase in chromatography. This field was reviewed by
Greibrokk and Andersen [118] and Teutenberg [119]. Its use as
a mobile phase allows replacing the UV–vis spectrophotometric
detector with a flame ionization detector, as shown by Guillemin
et al. [120,121], by Hawthorne et al. [117], and later by Yang
et al. [122], who could separate carbohydrates, carboxylic acids
and amino acids. The viscosity of water decreases rapidly with
increasing temperature, which allows the use of columns packed
with 3 �m particles at temperatures above 100 ◦C. Numerous other
separations were made with subcritical water [119–121,123].

Finally, practitioners should note that the solubility of silica
in water increases with increasing temperature and supercritical
water is very corrosive to silica.

4.3. Methanol and ethanol
The critical temperature of methanol is 512.75 ± 0.1 K, its
critical pressure 8.120 ± 0.02 MPa and its critical densities
271.6 ± 3 kg/m3[124]. These values are important because they
show that mixtures of methanol and carbon dioxide can rarely be
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upercritical, unless the methanol concentration is low. Besides the
ecent work of Bazaev et al. [124], there are few determinations of
he PVT data for methanol in the sub- and supercritical regions
125–128].

Fig. 11 shows plots of the compressibility factor, Z = PV/RT, of
ethanol at pressures between 50 and 210 bar, at different temper-

tures and compare the data measured by Bazaev et al. [124] with
he data of Zubarev and Bagdonas [125] and of Finkelstein and Stiel
126] and with the curves calculated using the equations of state
f IUPAC and of Goodwin. The agreement is more than satisfactory,
ith deviations less than 1%.

To perform separations previously made in HPLC, using aque-
us solutions of acetonitrile in the HILIC mode, the group of Sandra
64,129] recommends the use of ethanol as a modifier of carbon
ioxide, but with higher ethanol concentrations (25–50% of the elu-
nt) than normally used in SFC. This is an application of enhanced
uidity chromatography of Sandra [64] or unified chromatography
f Chester [68].

.4. Mixture properties

Helium has been used to pressurize carbon dioxide cylinders and
ts presence in head-spaces may cause problems. A liquid–vapor
eparation may take place, resulting in the coating of capillary
ubings by a carbon dioxide-rich liquid film with the possible par-
itioning of components between this film and a helium-rich gas
hase. Similar phenomena may take place with other mobile phase
dditives [130–132].

Nazmutdinov et al. have measured the critical temperatures
f ten binary mixtures as a function of their composition, using
he classical ampule method [133]. The components of the eleven

ixtures studied included all aliphatic alcohols having one to five
arbon atoms, the n-alkanes with five to ten, twelve, and four-
een carbon atoms, benzene, toluene, and methyl ethyl ketone
133]. Data from the literature including fifty other mixtures were
ollected. The measurements of the critical temperatures were
ade for three to eight different concentrations. The relationship

etween the critical temperatures, Tc,m, of a binary mixture, those
f its components and the mixture composition was approximated
ith the Redlich–Kister empirical equation

c,m = x1Tc,1 + x2Tc,2 + x1x2
(
A1 + A2[(x1 − x2)] + A3(x1 − x2)2)(24)

n most cases, the difference between the experimental results and
he values calculated using the Lee and Kesler equation of state for

ixtures (see Section 6.4) is less than one degree. In almost all cases
hen this difference is more than a degree, it involves n-decane

133].
Abdulagatov et al. published a large compilation of data regard-

ng the critical properties of binary mixtures of carbon dioxide and
umerous compounds, including n-alkanes and other hydrocar-
ons, light alkyl alcohols, aromatic hydrocarbons, and a variety
f low molecular weight compounds, organic or inorganic [11].
he critical temperatures and pressures are given as functions of
he composition of the binary mixtures, as reported by numerous
uthors. Although the results found in the literature are often in
greement, occasional important differences were observed, illus-
rating the difficulties encountered in the measurement of critical
ata and the different precision of the methods used for these deter-
inations.
.5. Organic modifiers

Unfortunately, carbon dioxide is not a good solvent for polar
ompounds [134,135]. The solubility of the components of most
ixtures to analyze, separate, or purify is generally poor, their
ogr. A 1218 (2011) 1037–1114

retention high, and the selectivity of the phase systems for com-
pounds of similar structure or molecular weights is insufficient.
Much work has been done and is still done to modify this solvent
and to increase the solubility and the selectivity of the eluent [74].
Polar modifier, such as methanol and ethanol, have been success-
fully used to enhance solubility and selectivity toward molecules
than may interact with the modifier through dipole–dipole inter-
actions or hydrogen bonding [135]. The addition of water, which is
not very soluble in carbon dioxide but adsorbs easily and strongly
on the surface of most packing materials used in chromatogra-
phy, may considerably modify the retention and the selectivity of
polar compounds, having the same effect in SFC as water has in
normal phase liquid chromatography. However, carbon dioxide is
highly soluble in water under pressure and using their mixture
under experimental conditions that are supercritical for carbon
dioxide but subcritical for water may considerably affect separa-
tions made in a variety of chromatographic modes (e.g., HILIC and
RPLC), although low water concentrations are generally used. The
use of additives, including salts, soluble in the organic modifiers
has also been heavily promoted [134].

Light hydrocarbons have been used to increase the solubil-
ity of high-molecular weight compounds of low polarity such as
triglycerides. The use of these modifiers permit adjustment of
the retention times and of the separation factors. In preparative
chromatography, increasing the solubility leads to improved pro-
ductivity and better peak shapes.

The major problem with the use of organic modifiers in carbon
dioxide is the extreme potential complexity of the phase diagrams
[19,135]. This makes their use difficult to control in numerous
cases (see Section 2.1.3 and Fig. 3). It may lead to spectacular
failures when the mobile phase splits into two different fluids,
a gas and a liquid, which are in equilibrium with each other,
percolate simultaneously through the column bed, each of them
being equilibrium with the stationary phase. Furthermore, for the
lack of sufficient information on the relevant phase diagrams, the
behavior of such chromatographic systems may be impossible to
model [135]. Vincent et al. [136] and West et al. [137] studied
the behavior of systems made of methanol, propanol or acetone
dissolved in carbon dioxide as the mobile phase and cross-linked
poly(dimethylsiloxane) coated on silica as the stationary phase.
Considerable changes of the volume of the polymer layer take place
with changes in the pressure and in the organic modifier concen-
tration. Yuan and Olesik measured the phase diagram of carbon
dioxide and THF between 10 and 90 mole% CO2, and between 25
and 100 ◦ C [138]. They found the system to be monophasic for
pressures above 110 atm and temperatures below 100 ◦C. They
used eluent made of these mixtures for separations of polystyrene
by size exclusion chromatography. Zhao and Olesik [139] mea-
sured the phase diagrams of methanol/trifluoromethane and of
methanol/water/trifluoromethane between 25 and 100 ◦ C and
between 1 and 340 atm. Fluoroform (CF3H) is highly polar, has a
low viscosity and more miscible with methanol and water than
carbon dioxide.

Wells et al. drew an approximate phase diagram of carbon diox-
ide and methanol [135], which seems to be less correct, at least
around the critical point, than the schematic diagram in Fig. 2.
Francis determined the ternary phase diagrams of carbon diox-
ide, water, and methanol, ethanol, 2-propanol, 2-butanol, phenol,
acetone, 2-butanone, furfural, acetic acid, or succinonitrile [86].
All these diagrams show regions in which two phases coexist. For
example, although methanol is miscible in all proportions with

either carbon dioxide or water, a large fraction of the surface area of
the ternary diagram is occupied by a region corresponding to two
different liquid phases, a water-rich aqueous solution of methanol
and carbon dioxide and a CO2-rich solution of water and methanol.
In all cases also, the solubility of carbon dioxide in the other two
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iquids is markedly higher than the solubility of these other liq-
ids in carbon dioxide. Light hydrocarbons and their derivatives
ubstituted with halogen atoms or carrying carbonyl groups are
iscible with carbon dioxide. The addition of carbon dioxide to a

inary mixture tends to increase the solubility of each one of the
wo compounds in the other one.

Recently, Cox et al. [140] showed that the use of methylene
hloride, chloroform, methyl and ethyl acetate, THF, acetonitrile,
nd methylt-butylether (MTBE) as additives combined or not with
ethanol improves, some times considerably the selectivity of chi-

al selective stationary phases, such as Chiralpak IA, IB, and IC
Daicel Inc., Osaka, Japan; Fort Lee, NJ, USA). The concentration of
hese modifiers may positively affect the solubility, the retention,
he enantiomeric selectivity, and the parameters of the isotherms
particularly the saturation capacity) of pairs of enantiomers, hence
he production rates of their separation. The use of these non-
lcohol modifiers often improves production rates and recoveries
ore than that of methanol or ethanol.
Organic modifiers have 10–100 times higher viscosity and

rovide sample components with 10–100 times lower diffusion
oefficients than CO2. The solution obtained by mixing organic
odifiers and CO2 has intermediate properties. The variation of

hese properties with the concentration is not linear. For example,
he viscosity of a 40/60 molar solution of methanol in CO2 has a
iscosity equal to one third the viscosity of methanol [141].

. Hydrodynamics of supercritical fluids in porous media

The laws governing the flow of fluids through porous media like
hromatographic beds are fundamentally the same in GC, HPLC,
nd SFC but each method has its own specific peculiarities that are
ssentially related to the consequences of the compressibility of the
obile phase, which is different for gases, liquids, and fluids near

r above the critical point. In SFC, these problems derive directly
rom the important influence of the pressure on the density, the vis-
osity and a few other properties of supercritical fluids. So, for the
evelopment of a clear understanding of the fluid behavior inside
he column, efforts are required to determine:

. the hydrodynamics of the mobile phase stream or the relation-
ship between its flow rate, the inlet and the outlet pressures, and
the characteristics of the mobile phase,

. the profiles of the mobile phase density and pressure along the
column, which are also a function of the temperature,

. the average flow rate, and the hold-up time.

.1. Nature of the flow in supercritical and subcritical fluid
hromatography

The flow rate always remains laminar in SFC because (1) even for
olumns packed with fine particles, the efficiency is high only at rel-
tively low or moderate flow velocities (although these velocities
re several times larger than in HPLC); and (2) the pressure gradi-
nt along the column must be kept moderate to avoid that a high
ressure drop resulting in a large, even possibly an excessive vari-
tion of the mobile phase density, hence variations of the viscosity
nd the retention factors. The Reynolds number, Re, characterizes
he flow, with

e = udp�

(1 − �e) (25)
here u is the interstitial velocity of the stream, � its density,  its
iscosity, dp the average particle size, and�e the external porosity of
he bed. This number is always lesser than 1 under the experimental
onditions which are used to implement SFC (typical values are [45]
a. u = 1 cm/s, � = 0.5 g/ml, = 0.1 cP, dp = 10 �m and �e = 0.4, giving
ogr. A 1218 (2011) 1037–1114 1055

Re = 0.10). In open tubes, flows become turbulent at Reynolds num-
bers of the order of 2000. However, Darcy’s law remains valid only
up to lower values of the Reynolds number because the fundamen-
tal characteristic of the beds of packed particles is not the existence
of bundles of parallel capillary tubes, as postulated in applications
of Darcy’s equation to these beds, but the interconnection of the
channels at all levels and the continuous and often rapid variation
of their cross-sections. The flow conditions therefore differ consid-
erably from those prevailing in an empty tube; the fluid is being
subjected to a sequence of violent accelerations and decelerations
under conditions far removed from thermodynamic reversibility.
Some of the energy, in proportions increasing with the flow rate, is
given up to the surrounding medium as heat, a phenomenon which
may be interpreted as a progressive decrease in the permeability
coefficient. A more complex model due to Ergun relates the column
pressure drop and the flow velocity through a quadratic equation,
but the second order coefficient is negligible under any possible
chromatographic conditions, with deviations from linear behavior
possible only for Re > 1 [142].

5.2. Column permeability

To sustain the percolation at a constant flow rate of a stream
of mobile phase along a column, a certain pressure must be main-
tained at the column inlet. Without any loss of generality, we may
assume that the fluid is Newtonian and that the flow of this stream
is laminar (see above). Then, this pressure, P, is related to the flow
velocity and the characteristics of the column and of the mobile
phase through the Darcy equation [1,42,143]

�P

L
= u

K
(26)

where K is the column permeability. However, the density and the
viscosity of the mobile phase significantly depend on the pressure
and vary along the column. So, the velocity in SFC is not practically
constant as it is in HPLC and the pressure drop must be calculated
by numerical integration of the differential form of Eq. (26) which
is

dP

dz
= −u

K
(27)

combined with the mass conservation of the eluent (u = Q/(�S), with
Q the mass flow rate of the mobile phase and S the cross-section area
of the column), the relationship between the mobile phase viscos-
ity, the pressure and the temperature [6], and the equation of state,
� = f(P, T) (see Section 6). Obviously, under steady-state conditions,
the mass flow rate is constant along a column: obviously, what
enters the column in a given time must leave it at the same rate.
This means that, if the mobile phase expands along the column due
to the decompression of the compressible mobile phase, the linear
velocity of the mobile phase increases, the local flow velocity being
inversely proportional to the local eluent density. While integrat-
ing Eq. (27) from z = 0 to z = L gives the pressure drop, integrating it
from z = 0 to z gives the pressure profile, hence the density profile
along the column, knowing the equation of state.

The permeability is a characteristic of the column bed itself and
is independent of the properties of the fluid percolating through
that bed. There seems to be few reports in the literature comparing
the permeability of any given column measured with streams of
gases, liquids or fluids in their critical region. However, it should, at
least in principle, be possible to measure the permeability and the

hold-up volume of a column using the classical, proven methods
of HPLC and use this data in SFC. This would provide independent
estimates of important column parameters.

A considerable body of evidence shows that, in the range of
velocity used in chromatography whether GC, SFC, or HPLC, the



1056 G. Guiochon, A. Tarafder / J. Chromatogr. A 1218 (2011) 1037–1114

F /�c (a
P heric p

p
o

K

w
s
a
o
m
s
t
b
c

i

k

T
b
a
(
s
e
r

c
i
o
v
D

ig. 12. Viscosity of fluids in the critical region. (a) Plot of the reduced viscosity, �
lot of the second reduced viscosity, �# =/0 (with 0 viscosity under the atmosp

ermeability of a bed is proportional to the square of the diameter
f the particles with which the bed is packed. Therefore

= k0d
2
p (28)

here k0 is the specific column permeability, and dp the average
ize of the particles packed into the column bed. The specific perme-
bility of the packed beds used in liquid chromatography is of the
rder of 1 × 10−3 [1,144,145]. For no apparently good reason, chro-
atographers tend to prefer the use of 	 = 1/k0 to characterize the

pecific permeability [1,146–148]. This is another deviance from
he traditional definitions used in chemical engineering, which
oth illustrates and reinforces the estrangement between the two
ommunities that still have much to learn from each other.

The specific column permeability is related to the column poros-
ty through the Kozeny–Carman equation [142]

0 = �3
e

180(1 − �e)2
(29)

here is some uncertainty on the value of the numerical coefficient
ut since few authors report column permeability data, a system-
tic study has not been made yet. Note that the data of Neue [145]
see Table 4.2, p. 84) show that the particle size distribution has a
ignificant influence on the column permeability, beside its influ-
nce on the column external porosity. This is further confirmed by
ecent data from the same author [149].

The microstructural details of the packing of chromatographic

olumns were studied by Tallarek et al. [150]. These authors stud-
ed the influence of the morphology of different types of packings
f spherical particles and the corresponding flow patterns on the
elocity profiles in these beds. Schure et al. used a complex 3-
calculation method to derive flow, dispersion, and the HETP in
ctually /c) vs. the reduced temperature, at different reduced pressures [156]. (b)
ressure) vs. the reduced pressure, at different reduced temperatures, Tc [157].

chromatographic columns [151]. Their method allows the study of
the influence of varying the external porosity while keeping the
packing random or of introducing defects in this random packing.
Schure’s study showed that the external porosity has little effect
on the column efficiency as long as the defects are randomly dis-
tributed but that the systematic association of small defects (e.g.,
defects aligned in a direction parallel to the column axis) may cause
major efficiency losses [152,153].

5.3. Viscosity of fluids

We need to distinguish between the viscosity of the mobile
phase in the conventional low pressure range for gases, in the low
or high pressure ranges for liquids and the viscosity of fluids in
the subcritical, critical, and supercritical ranges. Under moderate
pressures as those used in conventional HPLC, the viscosity of the
mobile phase remains nearly constant. However, when the pres-
sure exceeds ca. 300–400 atm, the viscosity of conventional liquids
increases by a few percent (some times up to 5%) per hundred atm.
In the critical region, however, the viscosity of fluids varies widely
(see Figs. 10 and 12).

5.3.1. Viscosity of fluids around their critical point
A large amount of data regarding the viscosity of gases and liq-

uids in a wide range of temperatures and pressures is available
in the literature [6,154]. Two correlations based on the analysis of

these data are available [142]. They are based on the corresponding-
states approach [155]. Fig. 12 gives plots of the reduced viscosity,
r =/c (note that the authors used � as the symbol for the vis-
cosity instead of ), as a function of the reduced temperature
at constant reduced pressures (between 0.2 and 25) and of the
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ig. 13. Left: viscosity of carbon dioxide as a function of its density at different tem
etters V, L and S in the brackets represent vapor, liquid and supercritical condition
nhancement is significant but only in the critical region.

educed pressure at constant reduced temperatures (between 0.8
nd 3.0 [156]. It shows that the viscosity of a gas tends toward a
imit when the pressure tends toward 0 at constant temperature.
his limit is called the low-density limit of the viscosity. For most
ases, the viscosity below pressures of a few atmospheres is equal to
his limit. The viscosity of gases increases with increasing tempera-
ure while that of liquids decreases. For most vapors, experimental
alues of the viscosity, let alone the reduced viscosity are seldom
vailable. They may be estimated using one of the following two
orrelations.

If the critical temperature, the critical pressure, and the critical
ensity are known, the critical viscosity, c can be calculated from
ither one of the following two equations.

c = 61.6
√
MTc(Vc)

−2/3 (30)

c = 7.70
√
MP2/3

c T−1/6
c (31)

here c is in micropoise, Pc in atm, Tc in K, and Vc in ml/mole.
Fig. 12 shows a plot of the ratio # =/0 as a function of the

educed pressure and temperature, where  is the viscosity of the
uid at a certain temperature and pressure and 0 is the viscosity
nder atmospheric pressure and at the same temperature [157].
nowing the critical temperature and pressure of a fluid it is possi-
le to derive an estimate of # for a fluid from this figure. Since the
etermination of the viscosity of a fluid under atmospheric pressure

s usually possible [158], can be calculated from#. The prediction
f the viscosity of gases under low pressures has been thoroughly
iscussed [6,142]. Reasonable results are achieved for those gases,
he molecules of which are neither elongated nor strongly polar.

One way of expressing the fluid viscosity in the dense phase
egion as a function of its states can be [159]:

(P, T) = 0(T) +�(P, T) +�c(P, T) (32)

here 0(T) is the low density limit of viscosity (see above) at tem-
erature T,�c(P, T) is the contribution of the critical phenomenon
n the viscosity, and �(P, T), which is called the excess viscos-
ty [159] or, sometimes, the residual viscosity [160], represents all

he other molecular interactions in the dense phase. As the criti-
al enhancement of viscosity is quite weak and restricted only to
limited region around the critical point [159], its contribution is
ften neglected. A convenient way of formulating viscosity equa-
ions is to write them in terms of the residual viscosity, �(P, T),
ures [162]. Experimental data [163] and curves calculated with Eqs. (37)[159]. The
eved at different temperatures by varying the pressure. Right: the critical viscosity

which suggests that the difference, between the viscosities of the
dense phase and the dilute gas is approximately independent of
temperature and can be expressed as a function of the density only
[159,161], as:

�(P, T) = (P, T) − 0(T) = F(�r) (33)

where �r =�/�c is the reduced density and 0 the viscosity of the
gaseous eluent under low pressure and at temperature T.

Fig. 13 confirms that the viscosity of a fluid, subcritical, crit-
ical or supercritical depends essentially on its density (which is
admittedly a function of the pressure and the temperature), but
depends little on the temperature alone. The experimental data
of NIST [162], Iwasaki [163], and Pensado et al. [164] all lead to
this same conclusion. Only minor fluctuations in the regularity of
the plot are observed around the critical point (see Fig. 13, right).
These fluctuations represent rather small variations of 3–7% that
take place only near 304 K and quickly tend to zero beyond 305 K.

Another form of writing Eq. (33) is [6]:

(P, T) = 0(T) + �−1F(�r) = 0(T) + f (�r)
√
MP2/3

c T−1/6
c (34)

The function Ff(�r) in Eqs. (33) and (34) can be derived using one of
several correlations available in the literature. Those recommended
by Reid et al. [6] are

• For a nonpolar eluent, the correlation of Jossi et al. [160]:

[(− 0)� + 1]0.25 = 1.0230 + 0.233364�r + 0.58533�2
r

−0.40758�3
r + 0.093324�4

r (35)

which is valid for 0.1 ≤�r ≤ 3.0.
• For a polar eluent, the correlation of Stiel and Thodos [165]:

log{− log
[
(− 0)�

]
} = 0.6439 − 0.1005�r (36)

which is valid for 0.9 ≤�r ≤ 2.2.

1/6 −1/2 −2/3
The term � is expressed as � = Tc M Pc .

5.3.2. Viscosity of carbon dioxide
Vesovic et al. [159] have reviewed the literature for data regard-

ing the viscosity and the thermal conductivity of carbon dioxide in
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this equation becomes identical to the one proposed by Arrhenius
058 G. Guiochon, A. Tarafder / J. Ch

he gas and the liquid state and in the critical region. They showed
hat the excess viscosity in the critical region is given by

o(�, T) = o(�, T) +�c(�, T) (37)

ith

(�, T) = 5.5934 × 10−3� + 6.1757 × 10−5�2

+2.6430 × 10−11�4 (38)

here is only a slight enhancement of the viscosity around the crit-
cal point, as illustrated in Fig. 13[163]. This increase is less than 1%
n the critical region [159].

.3.3. Viscosity of fluids under low pressures
The viscosity of common gases under low pressures can be cal-

ulated with an excellent precision from the parameters � and �/k
f the Lennard–Jones potential, using an equation derived by Kim
nd Ross [166]

= 16.64
√
MT√

�/k�2
(39)

here the energy � is the characteristic energy or minimum of the
(r) function of the potential energy of interaction between two
olecules separated by the distance r. This equation leads to the

ollowing equation [6]:

0 = 26.69

√
MT

�2�V
(40)

here � is the collision diameter or distance at which  (r) = 0.

V = A

TB
+ Ce−DT∗ + E

FT∗ (41)

ith T∗ = kT/�, k is Boltzmann’s constant, and the numerical
oefficients are A = 1.16145, B = 1.14874, C = 0.52487, D = 0.77320,
= 2.16178, and F = 2.43787. Sets of values of � and �∗ for different
ompounds are found in the literature [6].

Vesovic et al. reviewed a large volume of literature and pro-
osed the following equation for the low density viscosity of carbon
ioxide (see Table 1 and Eqs. 3 and 4 in Ref. [159]):

0 = 1.00697T1/2

f (T)
(42)

here

(T) = 0.235156 − 0.491266 ln
kT

�
+ 5.211155 × 10−2

(
ln
kT

�

)2

+5.347906 × 10−2
(

ln
kT

�

)3

− 1.537102 × 10−2
(

ln
kT

�

)4

(43)

ith �/k = 251.196 K. The deviations of the experimental data from
he values calculated with this equation is less than 1% in 97 cases
ut of 100 [159].

For less usual gases, methods based on the combination of con-
ributions from the different groups in a molecule are available, but
ess accurate [6,42]. Numerical values for the parameters of CO2,

2O, CHF3, CF3Br, and SF6 are in the literature [6,42]. The pres-
ure dependency of the viscosity of carbon dioxide is illustrated in
ig. 10.

As shown by Perrut, who listed them, the viscosities of the super-
ritical fluids used in SFC are of the order of 0.01 cP under critical
onditions and of about 0.03 cP at the critical temperature but under
pressure four times the critical pressure [42] These values seem,
owever, to be somewhat underestimated, as can be noted in the

raph of the viscosity of carbon dioxide as a function of tempera-
ure and pressure given in Fig. 12 or in the similar figure published
y Lucas [167].
ogr. A 1218 (2011) 1037–1114

5.3.4. Viscosity of liquids
Considerable information is available on the viscosity of liquids

in general [6] and on that of solvents used in liquid chromatography
[1].

5.3.4.1. Influence of temperature on the viscosity. The viscosity of
liquids decreases with increasing temperature. The phenomenon
has an exponential character, with a relatively low activation
energy, of the order of a few kcal/mole. For examples, the vis-
cosity of benzene decreases by one-half when the temperature is
increased by 120 ◦C; in contrast, a temperature increase of only
ca. 45 ◦ C (from ca. 20 to 65 ◦C) is sufficient to decrease the water
viscosity of water by one-half.

5.3.4.2. Influence of the pressure on the viscosity. The viscosity of
liquids increases slowly with increasing pressure (water is an
exception below about 20 ◦C). For pressures below about 2000 atm,
and for temperatures below 0.85Tc, the increase is practically linear
[6,168] and can be expressed as:

 = 0[1 + ˛�P] (44)

where 0 is the viscosity under atmospheric pressure. Values of
the coefficient ˛ are of the order of 1 × 10−3 at room temper-
ature. The deviation from linear behavior is less than 5% below
1000 atm. When the pressure increases from 0 to 200 atm, the vis-
cosity increases by 10% for methanol and 25% for benzene. These
changes cannot always be neglected in the computation of chro-
matographic dynamics [169]. An increase in the pressure, hence in
the viscosity, results in an increase of the retention times compared
to the times predicted for a mobile phase with a constant viscos-
ity [170]. However, there is no change in the retention volumes. In
situations in which more accurate values are needed for the pres-
sure dependence of viscosity, Reid et al. provide a more complex
expression [6].

5.3.4.3. Influence of the mobile phase composition on the viscosity.
The viscosity of solutions depends markedly on their composi-
tion. In preparative chromatography, the viscosity of concentrated
sample solutions may be quite different from that of the pure
mobile phase. Numerous models have been proposed to calculate
the viscosity of liquid mixtures from the viscosity of their pure
components. These models rely on interpolation. As is often the
case, mixtures of components which can exhibit intermolecular
hydrogen bonding, especially aqueous solutions must be consid-
ered separately.

The most recommended method for the calculation of the vis-
cosity of mixtures is the Grunberg–Nissan equation [171]. Although
it has only one constant, this equation is accurate for nonaqueous
solutions. It gives the viscosity of low-temperature liquid mixtures
as

lnm =
∑
i

xi lni +
∑
i

∑
j

xixjGij (45)

where i and m are the viscosities of the pure compounds i and of
the mixture, respectively, and xi is the mole fraction of component
i. The interaction parameter, Gij, is a mild function of temperature
(i.e., a linear, not an exponential, function of T). It depends on the
nature of the pure components i and j (Gii = 0). The constant Gij can
be determined from experimental data. In the case of binary mix-
tures, it can be calculated using a group contribution method [6].
In many cases, however, the excess term in Eq. (45) is ignored, and
in 1887 for binary mixtures:

lnm = x1 ln1 + x2 ln2 (46)
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he results obtained with this equation might not account exactly
or the behavior of a particular mixture, but they seem to give an
xcellent approximation of the dependence of the mobile phase vis-
osity on its composition, provided the reduced temperature (T/Tc)
s below about 0.7 [6]. Li and Carr [172] have shown that the viscos-
ty data of mixtures of water and methanol or acetonitrile [158] are
ot well accounted for by the Grunberg–Nissan equation [171]. Far
etter results were obtained with the following empirical equation
here 	 is the volume fraction of the corresponding component

m = 	orgorg exp(	H2O˛H2O) + 	H2OH2O exp(	org˛org) (47)

n this equation,˛org and˛H2O are two empirical constants. Both are
unctions of the temperature and are determined by fitting experi-

ental data to this equation. Using this empirical equation, Li and
arr [172] obtained relative errors less than 10%. Note that the pro-
ressive changes in the profiles of the (T) curves with decreasing
emperature for acetonitrile/water mixtures is probably explained
y the formation of water-rich and ACN-rich clusters of increasingly

arge size with decreasing temperature [173].

.4. Pressure drop along the column

The pressure drop along the column can be calculated numeri-
ally by integrating Eq. (27) between the column inlet and outlet,
sing the equations derived in Sections 6 and 5.3.1. The applica-
ion of these equations requires knowledge of the physico-chemical
haracteristics of the eluent. These include the critical tempera-
ure, pressure and density, and its viscosity in the gas phase at
ow pressure. Many of these parameters are available in the liter-
ture, particularly for the most common eluents [6]. However, the
ata provided by different authors for the same compounds may
ometimes be inconsistent. Furthermore, while abundant data are
vailable for pure eluents, the determination of these important
arameters for mixtures of solvents, such as those used in most
ctual applications of SFC, is not straightforward.

The local pressure gradient in an SFC column can also be
xpressed by [174]:

dP

dz
= −ˇ (�u)

�
(48)

ith � the local density of the mobile phase, u its interstitial veloc-
ty (with the continuity equation expressed as d(�u)/dz = 0),  its
iscosity, and ˇ an empirical parameter depending on the charac-
eristics of the column used. Since the product �u is constant along
he column, this equation is equivalent to Eq. (27). Eq. (48) and
he continuity equation must be closed with a suitable equation of
tate.

Rajendran et al. used the Span and Wagner equation of state
175] to calculate the density profile along the column, while the
iscosity was derived from the correlation of Fenghour et al. [176].
ctually, the accessible data are sets of mass flow rates of the eluent
ersus the inlet and the outlet pressure of the column. Rajendran
t al. corrected for the pressure drops in the extra column volumes
sing the Blasius equation [174]:

dP

dz
= −˛G

7/41/4

�
(49)

here G is the mass flow rate of eluent and ˛ is a numerical coef-
cient, which is constant for a given column and is independent
f the operating conditions. It is obtained by fitting the pressure
nd mass flow rate data to this equation in the same way as the

oefficient ˇ in Eq. (48) was determined, and by conducting the
ame measurements with and without column. Rajendran et al.
alculated the pressure drop across the column by subtracting the
alculated pressure drops across the extra-column volume (using
lasius equation) from the measured values of pressure drop across
ogr. A 1218 (2011) 1037–1114 1059

the entire system. At 55 ◦C, the pressure drop along a 125 × 4 mm
LiChrospher RP-18 (Merck, Darmstadt, Germany) column packed
with 5 �m silica particles did not significantly vary when the out-
let pressure was raised from 130 to 210 bar at constant mass flow
rate. For a flow rate increasing from 0.3 to 1, to 5 cm3/min, the
pressure drop, �P = Pi − P0, increased from 0.1 to 4.5, to 32 bar. As
expected,�P is much lower than what is typically reported in HPLC.
The pressure drop contributions across the extra column volumes,
which were quite significant, were corrected for and the maximum
pressure drops reported were 12 and 21 bar for the inlet and outlet
volumes [174].

5.5. Pressure and density profiles along the column

The pressure profile along the column can also be calculated
following the same approach as for the calculation of the pressure
drop, but by integrating Eq. (27) from the column inlet, where the
pressure is known, till the distance z along the column. This pro-
vides the profile P(z). The density profile can then be derived from
the local pressure, using Eq. (66), itself derived from the numerical
solution of Eq. (100) or, more generally, from any appropriate equa-
tion of state. All pressures must be corrected for the contributions
of the extra-column volumes, using Eq. (49).

Baker et al. [177,178] have measured the profile of density of car-
bon dioxide in packed capillary columns by Raman spectrometry
while elution of the analytes was monitored by laser-induced fluo-
rescence. They found that initially the linear velocity of the mobile
phase increases gradually to rapidly rise near the column outlet.
However, the influence of this rapid velocity of the eluent on the
retention of analytes is offset by the important loss of the solvating
power of the mobile phase due to the pressure drop. This ultimately
limits the speed of separation [177].

5.6. Hold-up time and volume

The hold-up time that is measured for a column is the sum of
two terms, the true column hold-up time and the contributions
of the extra column volume of the instrument, i.e., the residence
time of compounds in the extra-column volumes of the instrument.
The latter is due to the time taken by a band to transit through
the injection device, and the connecting tube to the column, and
the connecting tube from the column exit to the detector and the
detector cell. Each of these devices is connected through union
connectors that add volume and contribute to additional band
spreading. For all the fundamental studies, these contributions
must be accounted for and subtracted from the value measured
for the hold-up time. In most applications, these contributions are
often neglected, with little practical consequences.

The extra-column volume is typically measured by replacing the
column with a zero-volume connector. The true hold-up time of the
column is obtained subtracting the hold-up time measured with-
out the column from the one measured with the column. In HPLC
these measurements are simple. In SFC, they may be more com-
plex if the pressure drop along the column is large enough for the
mobile phase density to vary along the column and cause a signifi-
cant influence of the pressure on the apparent hold-up volume. To
avoid this source of error in the determination of the extra-column
volume of the instrument, or at least to mitigate it, the zero-volume
connector used should have a permeability comparable to that of

the column so that the average pressure in the extra-column vol-
umes that are upstream and those that are downstream the column
be the same when the column is replaced by the connector are fit-
ted to the instrument. This requirement is far more difficult to meet
satisfactorily in SFC than it would be in HPLC.
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When the density along the column does not vary significantly,
he true hold-up time is calculated as

0 = �TS
Q

(50)

here �T is the total bed porosity, S the column cross-section area
nd Q the volumetric flow rate. For SFC, however, as the density may
ignificantly vary along the column if the pressure varies, the hold-
p time is calculated by integrating the corresponding differential
quation from z = 0 to z = L [174]

0 =
∫ L

0

dz

u(z)
(51)

ith u(z) = G/(�TS�(z)), where G is the mass flow rate of the mobile
hase, which is constant. The value of the mobile phase density

n the equation, �, can be obtained from the equations discussed
arlier. Because � depends on the local pressure, it varies along the
olumn. So, unless the pressure drop along the column is small, the
old-up volume of the column depends indirectly on the flow rate,
hrough the density hence the pressure gradient along the column.
similar effect was observed, measured, and corrected for in HPLC

168,179], a case in which the mobile phase compressibility is lower
han in SFC, but the column pressure drop is much higher. Lübbert
t al. reported a negligible pressure dependence of the hold-up time
orrected for mobile phase compressibility for Nucleosil and a small
ut significant one for Kromasil [180].

If the pressure drop is small, an approximation is

0 = L

u(�̄)
(52)

here �̄ is the average density between the inlet and the outlet of
he column. In these calculations, it is generally assumed that the
olumn is isothermal, which is not always the case. While calcu-
ations suggest that the pressure drops and the flow rates typical
f SFC may often be insufficient to generate significant frictional
eat in the column, the rapid expansion of the mobile phase dur-

ng its migration through the column is endothermic and, at least
nder experimental conditions close to the critical region, cools
he column sufficiently to warrant attention [181–183]. Therefore,
study of this effect using the same methods as those used in HPLC

184–193] is warranted. However, relevant data are still missing
egarding the performance of columns packed with fine particles
sub 2�m particles) in SFC.

Measurements of the hold-up volume provide a convenient
ethod to investigate the swelling of the stationary phase (poly-
eric particles, bonded polymeric films) in a supercritical fluid

194]. Figs. 14 compare measured values of the hold-up times and
hose calculated with the Lee and Kesler EOS 6.4.

.7. Thermal effects in SFC columns

Efforts to improve the efficiency of modern columns and to
erform faster analyses have lead manufacturers to develop the
roduction of fine, now sub-2 �m, particles and to the production
f columns packed with these particles. The columns packed with
hese particles exhibit a high efficiency and have a high optimum
elocity for maximum efficiency. Columns packed with 1.7 �m
articles are nearly twice more efficient than those packed with
onventional 5�m particles for a given length and deliver this effi-
iency almost three times faster, which provides another important
ain. Furthermore, to achieve the same efficiency, a column one-

hird of the length is needed, which reduces the analysis time in a
omparable ratio (in the same ratio in HPLC; in SFC, changing the
olumn length at constant mass flow rate affects the density pro-
le along the column, hence the local properties and their integrals
long the column). A gain of nearly an order of magnitude in the
Fig. 14. Comparison between calculated and experimental column hold-up times.
Eluent, CO2. Column Hypersil 235 × 4.6 mm, tracer CF3Br. Temperature • 40; � 45;
�. 50; ♦ 55; � 60 ◦C. [42].

analysis time at constant separation power is thus possible. Unfor-
tunately, these gains are achieved only when the pressure gradient
along the column remains moderate and the band broadening con-
tribution of the instrument is small.

The cost of replacing particles by finer ones is the rapid decrease
in the column permeability, because this permeability is propor-
tional to the square of the particle size. If two columns of the same
length are packed one with particles one-third the size of the other,
the inlet pressure required to operate them at the same reduced
velocity is 27 times larger for the first than for the second column (a
factor 9 due to the smaller permeability and 3 due to the increased
required velocity). This increase is considerable. If we keep the col-
umn efficiency constant, then the increase in inlet pressure is still
an order of magnitude, corresponding to a threefold decrease in the
analysis time (three times shorter column). Because tubes, valves,
connectors that can operate under very high pressures must be
made of high tensile strength alloys and carefully designed and
manufactured, they are expensive. There are practical limits to
the pressure that can be reached with instruments, somewhere
between 1200 and 1500 atm, which is the range of pressures at
which very high pressure liquid chromatography is currently per-
formed for the analysis of low molecular weight compounds. The
only possible escape to this pressure limitations would come from
(1) the use of low viscosity eluents, which might render SFC more
attractive than HPLC; and (2) the analysis of high molecular weight
compounds, particularly that of biopolymers like proteins, in which
case the column must be operated at lower actual flow rates, to
compensate for the slower diffusion rate of these compounds.

The need to operate low permeability columns at high flow rates,
under high pressure gradients causes unexpected, serious difficul-
ties in both HPLC and SFC. The friction of the mobile phase against
the bed through which it percolates generates heat, the power gen-

erated being proportional to the product of the pressure gradient
and the mobile phase velocity. When this power exceeds a few
W/mL, the loss of heat through the column wall causes a radial
temperature gradient, itself a cause of radial gradients of viscosity,
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Fig. 15. Chromatograms of n-dodecane, n-tetradecane, n-hexadecane, and n-
octadecane on a 2 × 150 mm column packed with 5 �m particles of Spherisorb C8
(Waters, Milford, MA, USA), eluted with CO2 at 50 ◦ C (Tc=1.07. Conditions, Pi bar, P0

bar, Fv ml/min, � g/ml, �c: top: 118.4, 93.5, 1.265, 0.47, 1; middle: 118.5, 93.5, 1.265,
0.47, 1; bottom: 155.9, 144.9, 0.492, 0.71, 1.50. Top, column in an air bath, significant
G. Guiochon, A. Tarafder / J. Ch

elocity, and retention factors. These gradients combine to cause
mportant loss of column efficiency [195–198]. Another source of
hermal effects is the endothermic expansion of the mobile phase
hen its compressibility is important. This effect is negligible in
PLC, because the solvents used in this technique have a low com-
ressibility, but it is important in SFC.

.7.1. Expansion of the mobile phase along the column
Schoenmakers et al. [199] observed that the temperature along

FC columns is often not constant but decreases from the inlet to
he outlet, due to the endothermal nature of adiabatic expansion
199]. The effect is more important for longer columns, for columns
acked with smaller particles, for columns operated under experi-
ental conditions closer to the critical state, and when the flow rate

ncreases. They modeled the phenomenon by integrating numeri-
ally the heat balance equation, which provides pressure, density,
nd temperature profiles along the columns. The thermal effects
ere found to be small, particularly when 2 mm i.d. packed columns
ere used.

Rajendran et al. have shown that large efficiency losses take
lace when SFC columns are operated under significant pres-
ure gradients, under such conditions that the compressibility of
he mobile phase is important [200,201]. Good efficiencies were
bserved when the outlet pressure exceeded ca. 130 bar, meaning
hat the mobile phase was under clearly supercritical conditions,
nd the compressibility of carbon dioxide moderate. For lower val-
es of the outlet pressure, poorly shaped peaks were recorded, low
fficiencies observed, and the column performance drifted away
rom theoretical predictions [202].

Poe et al. [181,183,203] have demonstrated the importance of
he thermal effects due to the cooling associated with the expan-
ion of the mobile phase when columns packed with fine particles
re operated in the critical region. since the compressibility of the
obile phase becomes very important in this region, its expansion

s rapid when the mobile phase flow rate is large and the cooling
auses the central region of the column to cool; heat diffuses from
he column wall to its center, causing a radial temperature gradient
nd affecting the band migration (top chromatogram, critical den-
ity 1). Far from critical conditions, the compressibility of CO2 is
oderate, the cooling effect is small and the peaks are not consid-

rably deformed (bottom chromatogram, critical density, 1.5). If the
olumn is thermostated, the thermal gradient due to the cooling of
he central region of the column causes a radial gradient of mobile
hase viscosity, hence a radial gradient of mobile phase velocity and
radial gradient of the retention factor. The mobile phase velocity is
igher along the column wall where the retention is also lower. This
auses a significant broadening or even deformation of the elution
eaks (see Fig. 15, top) and a rapid loss of efficiency (see Fig. 17 and,

ater, Section 8.4 and). The variation of the apparent retention factor
s more complex to explain, as it results from the variations of both
he pressure and the temperature (see Fig. 16 that illustrates the
nfluence of the combination of these effects in the presence of heat
ffects due to viscous friction). If the column is thermally insulated
middle chromatogram), the loss of column efficiency disappears.
owever, the temperature decreases markedly from the inlet to

he outlet of the column. The retention factors increase rapidly
ith decreasing temperature and with decreasing pressure. How-

ver, the concurrent cooling and expansion of the mobile phase
end to minimize its density change and to yield smaller change in
he retention factor. Therefore, the temperature drop results in a
ecrease in k relative to the isothermal condition.
Far worse chromatograms than those in Fig. 15 were recorded
ith a similar column packed with the same stationary phase but
ith an average particle size of 3 �m. The peaks of the four alka-
es were not completely separated due to a very long tailing. In
ontrast, the chromatograms eluted from a similar column packed
radial heat loss, reduced density, 1.0. Middle, thermally insulated column, no radial
heat loss, reduced density, 1.0. Bottom, column in an air bath, significant radial heat
loss, reduced density, 1.5. [183] (Figs. 2.

with 10 �m particles exhibited good shapes and efficiency. Insu-
lating the 5�m particle column provided a reduced HETP that was
significantly higher than that of the 10 �m particle column (hmin
ca. 2.0 and 2.5, respectively).

Poe and Schroden [183] measured the exit temperature of the
column and showed that the column outlet can be more than 10 ◦

C colder than its inlet when a column packed with fine particles
is operated in the critical region (see Fig. 18). These authors wrote
the energy balance for the column and qualitatively discussed its
solution but did not provide numerical solutions. The approach fol-
lowed is similar to the one used to handle the effects of viscous
friction in VHPLC [197,198]. It provides similar results [204].

Considerable improvements in the column performance was
achieved by insulating it [183]. This result confirms previous obser-
vations [181,182].

These thermal effects might have a significance in preparative
SFC. Due to the low viscosity of carbon dioxide, fast mobile phase
flow rates are used and the packing material tends to be made
of finer particles than in preparative HPLC. Accordingly, a signifi-
cant amount of energy is absorbed by decompression of the eluent.
Although the density of energy absorbed per unit volume of column

will most probably be markedly less than in the experiments of Poe
and Schroden, the diameter of preparative columns is much larger
than that of analytical columns, making heat transfer from the col-
umn wall to its center slower and increasing the radial thermal
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Fig. 18. Temperature drop along a column as a function of the flow rate. The data
ig. 16. Retention factor of n-octadecane on 2 × 150 mm columns packed with 3, 5,
nd 10 �m particles of Spherisorb C8 (Waters, Milford, MA, USA), eluted with CO2

t 50 ◦ C (Tc = 1.07). Isopycnic elution (constant mobile phase density). [183] (Fig. 4).

radient. It might even be possible that, under certain conditions

e.g., with a major leak of the mobile phase at the column exit),
diabatic cooling results in the freezing of carbon dioxide in the col-
mn, blocking the flow. These phenomena will make an interesting
opics of investigations.

ig. 17. Efficiency of n-octadecane on a 2 × 150 mm column packed with 10 �m par-
icles of Spherisorb C8 (Waters, Milford, MA, USA), eluted with CO2 at 50 ◦ C (Tr=1.07,
r=1.0 and 1.50). Air: column in an air bath; ins: thermally insulated column; pred:
alculated. [183] (Fig. 6).
points along each curve report the temperatures of the approximately equidis-
tant sensors glued along the column. Particle size (�m) at the top of each panel.
Spherisorb C8 (Waters, Milford, MA, USA), eluted with CO2 at 50 ◦ C (Tc = 1.07).
Isopycnic elution (constant mobile phase density, with� = 1.0 and 1.5). [183] (Fig. 9).

5.7.2. Friction of the mobile phase against the packed bed
Thermal effects have become considerable in modern HPLC

columns [195,198]. A major source of limitations in the use of long
columns packed of fine particles and operated at high flow rates is
in the large amount of heat generated by the friction of a stream
of mobile phase percolating at high velocity, under a high pres-
sure gradient, through a bed. Once generated everywhere in the
column bed, this heat must escape. It does so by convection, the
eluent exiting the column at the temperature higher than its tem-
perature at column inlet, and by radial and axial conduction. Once
steady-state condition has been reached, a radial and an axial tem-
perature gradient are established across and along the column. As
a consequence, the mobile phase viscosity and the solute reten-
tion factors are different everywhere in the column [205]. This
has serious consequences for the overall retention times, the over-
all column efficiency and the shapes and resolution of the eluted
peaks. The larger the amplitude of the axial gradient, the smaller
the apparent retention factors and the time spent by a compound
in the stationary phase. This only moderately affects the band pro-
files and reduces the resolution only insofar as the retention is
decreased. The consequences of the radial temperature gradient
are more harmful [206]. The band no longer migrates as if carried
by piston flow. The part of the band in the center of the column,
which is warmer than the wall region, moves faster because both
the mobile phase viscosity and the retention factors are lower there
than close to the wall. Kaczmarski et al. [197,198] and Gritti et al.
[195,207] determined the origin and the fate of the heat gener-
ated in a RPLC column packed with 5 [197,198] and 1.7 [195,207]
�m particles, calculated the temperature distribution along and
across the column and its tube (see example in Ref. [208], Fig. 3),
and the influence of the temperature heterogeneity on the column
properties (see HETP plots in Ref. [209], Fig. 4).

Relatively small thermal gradients along and across the col-
umn were observed with conventional columns, at high flow rates,
[196,205], leading us to predict a significant loss of column effi-
ciency at high linear velocities, assuming no radial dispersion
across the column [206]. In fact analyte molecules disperse radially
through molecular and eddy diffusion, which limits the efficiency
loss. We used the general dispersion theory of Aris [191] to assess

the true column HETP by taking into account the trans-column het-
erogeneity due to the strong radial thermal gradients [195,196].
The calculated HETP curve is in fair agreement with experimental
data [195]. This shows that the definitive solution of this prob-
lem requires the numerical solution of the coupling of the energy
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alance and the mass balance equations for a chromatographic col-
mn [197,198]. When the column is insulated to reduce the radial
eat loss and minimize the radial temperature gradient, its effi-
iency is close to that predicted by the HETP equation [195,210],
ut a strong axial temperature gradient occurs, meaning that the
etention factor varies along the column. New equations relate the
pparent retention factor derived from the experimental retention
ime to the equilibrium constant and the enthalpy of the reten-
ion process [211,212]. When the column is placed in a stream of
uid kept at a constant temperature, the axial temperature gradi-
nt is constant and so should be the retention factors. However,
radial temperature gradient is formed, with an amplitude that

ncreases with increasing flow rate. Then there is a parabolic radial
istribution of the eluent viscosity and a similar distribution of the
olute retention factors and bands deform markedly during their
igration [195,198].
Similar phenomena have rarely been reported in SFC. Most

uthors seem to consider that columns remain isothermal during
heir operation in nearly all practical cases. However, Rajendran
t al. [201] reported a significant, systematic difference between
he column efficiency measured with a back pressure of 130 bar
nd the average of those obtained at 150, 180, and 210 bar, par-
icularly at low organic modifier concentrations (see Fig. 38a). This
rend is similar to the one observed earlier with pure carbon dioxide
s the mobile phase [174] and could be explained by the high com-
ressibility of the supercritical mobile phase at moderate pressures
see Fig. 39). The expansion of the mobile phase along the column
auses its cooling, resulting in axial and radial temperature gra-
ients that may affect negatively the column efficiency [169,213].
his explanation is consistent with the behavior of the curve at a
ack pressure of 130 bar with 7% ethanol, since the compressibil-

ty of the mobile phase decreases with increasing organic modifier
oncentration and is much reduced with 7% ethanol. As the back
ressure increases beyond 130 bar, the influence of the expansion
f the mobile phase on the column efficiency decreases rapidly
201]. Recently, Poe demonstrated that, under certain experimen-
al conditions, the cooling of the mobile phase resulting from
ts expansion causes most distorted elution profiles [183]. The
mportance of this phenomenon could become more serious if
ner particles are used in SFC. Then, the combined influence of
he heat friction and the eluent decompression may have to be
nderstood.

.8. Thermal conductivity of fluids

Thermal conductivity is a property that plays in the transport
f heat a role equivalent to that played by viscosity and diffusion
n the transports of momentum and mass, respectively [142]. In
he context of HPLC, the role of thermal conductivity is significant
nly when the mobile phase and the column are at different tem-
eratures, when the air around the column changes temperature
apidly [214] or when columns is packed with very fine particles are
perated under high pressure gradients, exceeding ca. 100 bar/cm
169,195–198,213]. This is because standard HPLC operations can
e considered as approximately isothermal, the heat of adsorp-
ion being small and practically negligible even under nonlinear
onditions. This approximation served well in the development of
heoretical studies of preparative chromatography [1]. In SFC, the
emperature distribution can be quite heterogeneous along and
cross the column for two reasons. First, as in HPLC there can be
eat generated by friction against the particles in the bed, when the

obile phase density is high and the column permeability low. Sec-

nd, the adiabatic expansion of the mobile phase, as discussed in the
revious two sections, absorbs heat and cools the column, some-
imes considerably [182,183]. This obviously calls for a quantitative
nvestigation of the influence of heat effects on column efficiency,
Density (g/mL)

Fig. 19. Plot of the thermal conductivity of carbon dioxide as a function of the
density, at different temperatures [162].

which requires the knowledge of the thermal conductivity of the
mobile phase.

Fig. 19 shows that, like the viscosity, the thermal conductivity
of carbon dioxide depends essentially on its density, rather than
separately on the pressure and the temperature, except in the crit-
ical region, where a relatively high influence of the temperature is
observed. At low and high densities, the curve is smooth, and the
separate influence on the temperature is negligible. The compari-
son with the viscosity is impressive (see Fig. 13).

5.8.1. Thermal conductivity of gas mixtures
A fair estimation of the thermal conductivity, �, can be made by

using the corresponding states chart, shown in Fig. 20 (� is shown
as k in the figure). This chart, similar to the chart of viscosity shown
in Fig. 12, provides estimates of the value of the thermal conduc-
tivity at a certain pressure and temperature, provided the critical
properties, including the critical thermal conductivity, �c, of the
compound of interest are known. Although this chart has been
plotted based on experimental results for monoatomic substances,
it can be used to generate approximate estimates for polyatomic
compounds as well [142].

For more accurate estimation for the thermal conductivity of
polyatomic gases, Eucken’s equation [6] can be used.

�M

Cv
= 15R

4Cv
+ fint

(
1 − 3R

2Cv

)
(53)

where M is the molecular weight,  the viscosity, Cv and Cp =
Cv + R the heat capacities at constant volume and pressure, respec-
tively, and R the ideal gas constant. The Eucken equation decouples
the contributions of the translational and internal energies, and
assumes the coefficient for the translational energy contribution
to be equal to 2.5 for the sake of consistency with the value for
monoatomic gases. Eucken suggested to take fint = 1 and the equa-
tion reduces to

�M

Cv
= 1 + 9R

4Cv
(54)

This assumption was challenged and other suggestions were made
for the proper value of fint [6]. The Eucken factor is nearly constant
when temperature increases or rises slowly.

The thermal conductivity of gases depends on their pressure.
Below ca. 10 bar it does not vary significantly, at most by 1% for each

1 atm increase in the pressure. This effect, which is often ignored
[6], can be calculated by Eucken’s and/or other related methods. At
higher pressures, however, the thermal conductivity increases and
is quite sensitive to pressure or temperature changes in the critical
region. An excess or residual property approach, as adopted for the
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ig. 20. Reduced thermal conductivity as a function of the reduced pressure and
emperature.

iscosity estimation, can be employed for the thermal conductivity
s well. It is expressed as [159]:

(P, T) = �0(T) +��(P, T) +�c�(P, T) (55)

here �0(T) is the thermal conductivity at low pressure but at the
ame temperature,��(P, T) is the residual or excess thermal con-
uctivity and �c�(P, T) is the additional variation of � near the
ritical region. Like in viscosity, there are some correlations that
elate the excess thermal conductivity contribution as a function of
he reduced pressure, �r.

For polar substances Stiel and Thodos proposed the following
orrelation:

�− �0)�Z5
c = 1.14 × 10−2[exp(0.67�r) − 1.069] (56)

alid for 0.5 <�r < 2.0. In this equation, the term �−�0 is the excess
hermal conductivity, while Zc is the critical compressibility factor.
he term� comes from the dimensionless analysis of thermal con-
uctivity, similar to the way it was done for � and is expressed as
= 210(T1/6

c M1/2P−2/3
c ).

The accuracy of this approach, however, is doubtful and errors of
10 to 20 percent are possible [6]. They may be due to the variation
f the thermal conductivity, which, unlike that of viscosity, is quite
ignificant in the vicinity of the critical region [215] and can be
oted from Fig. 21. A more specific approach to address this issue
as reported by Vesovic et al. [159], for the particular case of CO2.

orrelating a vast volume of thermal conductivity data on CO2, he
roposed the following functions:

0(T) = 0.475598T1/2(1 + r2)
F�(kT/�)

(57)
Fig. 21. Thermal conductivity of carbon dioxide near the critical point. Reproduced
with permission from L.A. Guildner, Proc. Natl. Acad. Sci. 44 (1958) 1149–1289 © 2008
Wiley VCH.

with

F�

(
kT

�

)
= 0.4226 + 0.628

(
kT

�

)−1

− 0.5387

(
kT

�

)−2

+ 0.6735

(
kT

�

)−3

(58)

−0.4362
(
kT

�

)−6

+ 0.2255
(
kT

�

)−7

(59)

and

��(P, T) = 2.447 × 10−2� + 8.705 × 10−5�2 − 6.548 × 10−8�3

+6.595 × 10−11�4 (60)

The expressions that are required for the derivation of�c�(P, T)
are rather long. The reader is referred to their original source [159].
The above two equations are still useful for highly supercritical
conditions. In the supercritical region, the thermal conductiv-
ity increases with increasing temperature at low pressure but
decreases at high pressures, which is illustrated in Fig. 20.

5.8.2. Thermal conductivity of mixtures
There are methods to estimate the thermal conductivity of mix-

tures of gases under low pressures [6]. The recommended approach
is the equation of Wassiljewa

n∑

�m =

i=1

xi�i
n∑
j=1

xjAi,j

(61)
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here �m is the thermal conductivity of the mixture, xi the mole
raction of component i, and Ai,j a function given as

i,j =

[
1 +
(
�tr,i/�tr,j

)2(
Mi/Mj

)1/4
]2

[8(1 +Mi/Mj)](1/2)
(62)

here Mi is the molecular weight of compound i and �te,i the
onoatomic value of the thermal conductivity. However, it was

hown that

�tr,i
�tr,j

= i
j

Mj
Mi

(63)

o, Ai,j is the interaction parameter for gas mixture viscosity [6].
Estimation of the thermal conductivity of gas mixtures at high

ressures can be done through the same correlation proposed by
tiel and Thodos (Eq. (56)) for pure compounds under high pres-
ure conditions. For estimation of mixture properties, however, the
erms in the equation should be converted to equivalent mixture
erms from appropriate correlations [6].

.8.3. Thermal conductivity of liquids
Like their viscosities, the thermal conductivities of gases are

etween 10 and 100 times lower than those of the corresponding
iquids. However, their temperature dependence is much lower and
s nearly linear, not exponential. For most organic solvents below
heir boiling point, � is between 0.10 and 0.17 W/(m K) and the
imensionless number M�/R is nearly constant and between 2 and
[6]. So, viscous liquids have a higher thermal conductivity than

thers. These comments do not apply to metals and highly polar
iquids. The thermal conductivities of mixtures tend to be some-

hat less than the mole or weight fraction average of those of their
omponents [6].

.8.4. Thermal conductivity of the chromatographic bed
The thermal conductivity of a porous medium impregnated with

liquid depends on its geometry, on its porosity, and on the thermal
roperties of the different components of the bed [142]. The mech-
nism of thermal conductivity is still poorly understood, which is
hy the thermal conductivity of heterogeneous systems is difficult

o predict from the conductivities of its components. If the thermal
onductivities in the solid and in the fluid phases take place in par-
llel, the effective conductivity should be the weighted arithmetic
ean of the heat conductivities of the phases involved. In RPLC,

here are three phases, the eluent (1) the alkyl ligands (2) and the
ilica skeleton of the particles (3):

m = �1�1 + �2�2 + �3�3 (64)

here �i represent the volume fractions of the respective phases
rt the total column volume, and �i represent the thermal conduc-

ivity through these phases.
If the thermal conductivities take place in series, the thermal

onductivity would be the weighted harmonic mean. Zarichnyak
nd Novikov [216] proposed for the thermal conductivity of a two-
omponent heterogeneous system having a chaotic structure

m = �2
1�1 + �2

2�2 + 4�1�2
�1�2

�1 + �2
(65)

here indices 1 and 2 represent the mobile and the stationary
hases respectively. This equation was used first to calculate the
ffective conductivity of the particles made of silica and of the C18
igands, then the effective conductivity of the bed was obtained

rom the conductivities of the particles and of the eluent [198].

The thermal conductivity of the chromatographic bed is an
mportant parameter in preparative chromatography due to the
otential importance of heat transfer when the column tem-
erature and the mobile phase or the sample are at different
ogr. A 1218 (2011) 1037–1114 1065

temperatures [214]. This is of particular importance if the column
temperature must be set above ambient temperature, which is the
normal case in SFC, if the mobile phase is not stored in the room
where the column is operated, or when the expansion of the mobile
phase is sufficient to decrease appreciably its temperature. In all
these cases, knowledge of the thermal conductivity of the bed will
be useful to estimate the consequences of the thermal effects and
determine possible remediation.

6. Thermodynamics and the equations of state

Equations of state (EOS) are relationships that connect the pres-
sure, the volume and the temperature of a given mass of a fluid.
Depending on the accuracy of the measurements performed near
the critical state, an accuracy that has markedly increased in recent
times, the complexity of EOSs varies considerably. A sufficiently
accurate EOS that relates the pressure and the volume of a mass
of a dense gas at a constant temperature, may need five constants.
Due to the great intricacy of the behavior of critical and supercrit-
ical fluids, these equations are complicated. To relate the pressure
and the volume of a mass of a dense gas, a critical or a supercritical
fluid at a constant temperature may need five constants. The tem-
perature dependence of each of these constants may require three
further further constants. There are several equations, however,
which include only three or four constants and may account for the
experimental results within ±1 to 2% of the observed values within
a sufficiently wide range for the purpose of SFC. They make up in
compactness what they lose in accuracy [217]. Obviously, scientists
who pioneered in the study of the behavior of of gases throughout
the critical region and under higher pressures, searched for simple
but reasonably accurate equations because they had little calcula-
tion power. Now the use of complex equations with a large number
of parameters and the identification of these parameters are easier.

Because the compressibility of liquids is generally so small, its
consequences are negligible in HPLC, unless very high pressures are
used [218]. The only major problem arose when some instrument
companies attempted to develop syringe pumps at a time when
suitable sensors, computers, and software were not available and
they failed. Simple syringe pumps could not deliver constant flow
rates [219–221]. Even when compressibility is not negligible, how-
ever, a simple two term expansion can account accurately for the
behavior of the eluents. So, EOS are practically unknown in HPLC. In
GC, a simple EOS is used but it is so common that its use is instinc-
tive, it is the Boyle Mariotte law, which applies practically always
because in the pressure range used in GC (P < 5 atm), common car-
rier gases behave as ideal gases.

In SFC, however, the fluids used as eluents are compressible
and we need an equation to relate the pressure, the temperature,
and the volume of a constant mass of gas, its EOS. The selection of
the EOS used in SFC is most important because retention behav-
ior is strongly related to the density of the mobile phase, which is
provided by the EOS as a function of the directly measurable tem-
perature and pressure. For practical reasons, the density of fluids
in the critical region is often expressed as

� = MP

ZRT
(66)

with M the molecular weight, R the universal gas constant, and Z
the compressibility factor, Z = Z(P, T), which is given by the equation
of state.

Many EOSs with varying degrees of accuracy and ranges of appli-

cation have been proposed in the literature [222]. In this review, we
note mostly the EOS of Peng and Robinson [81], of Lee and Kesler
[92], and of Span and Wagner [175] which have been used in SFC
[7,42,201,223–225] and the recent equation of Saeki [226]. Many
early equations were reviewed and compared long ago [217,227].
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he closer to the critical point of CO2 are the experimental condi-
ions and/or the larger the differences between the sizes and the

olecular interactions of CO2 and of the compounds to be sep-
rated are [227], the more complex the EOS needed in SFC. The
omplexity of the appropriate equations further increases when
he use of mixtures of CO2 and e.g., CH3OH, 2-C3H7OH, or C3H8 as

obile phase modifiers is required, instead of a pure supercritical
olvents such as CO2. The critical temperatures and pressures of
hese fluids being quite different, the criticality of their mixtures
s not always ensured under the chosen experimental conditions.
his criticality is also most difficult to check, which is why users
ften neglect to do it. An assessment of the relative value of the
quations of state based on experimental data corresponding to
ystems of importance in SFC appears to be very much needed.

.1. The van der Waals equation of state

The basic assumption of this EOS is that fluid systems are made
f incompressible spheres which attract each other with a force
hat is inversely proportional to the fourth power of their distance
part. This causes an attractive pressure which varies directly as the
quare of the concentration. The spheres having a finite volume,
he gas may only occupy a volume smaller than the real volume
vailable, as the centers of two molecules cannot come nearer than
heir common diameter. For one mole of fluid, it is written as

= RT

V − b − a

V2
(67)

he equation has only two constants, the parameters a and b, which
an be directly calculated from the critical temperatures and pres-
ures. Although it accounts sufficiently well in certain situations,
he agreement between experimental data and Eq. 67 is not sat-
sfactory at the high pressures considered in SFC. This is because
t approximates the complex intermolecular interactions that take
lace under such conditions with an average effective field that is
he same for all the molecules of the mixture considered [222].

.1.1. The van der Waals compressibility factor
Efforts have been made to correct the shortcomings of the van

er Waals model. Dou et al. pointed out that the parameter b in
he van der Waals equation is a constant, which is independent of
he fluid density, derived from results of the study of pair collisions
228]. However, when the pressure and the fluid density increase,
o do the probabilities of simultaneous collisions of three or more
olecules. Thus, the parameter b should decrease with increasing

ensity. They suggested to write the equation as

= RT

V(1 − b
V + 0.2610

(
b
V

)2
)

− a

T1/2V2(1 + b
V )

(68)

here a and b are the van der Waals constants and V the molar
olume. The equation obtained provides values of PV/NkT that
re in good agreement with experimental results for ten com-
ounds, water, ammonia, carbon dioxide, methane, ethene, ethane,
ropene, propane, benzene, and chlorotrifluoromethane, in a range
f reduced pressures from 1 to 18 and reduced temperature from
to 7 for carbon dioxide.

.2. The Reichsanstalt and the Leiden equations of state

Limited developments of the product PV in terms of Pn or �n
ave been widely used in the past

V = A+ BP + CP2 + DP3 + EP4 (69)

V = A+ B� + C�2 + D�3 + E�4 (70)
ogr. A 1218 (2011) 1037–1114

The coefficients A, B, C, etc. are independent of the pressure in Eq.
69 and of the density in Eq. (70), with A = nRT (n being the number of
moles in the system) and B the second virial coefficient in Eq. (69).
These equations are less used since Michels et al. demonstrated that
these series do not converge at high pressures when the number of
their terms is increased [5,229,230].

Values of the virial coefficients and their temperature depen-
dence for over a hundred inorganic and organic gases, many of
which could be used as critical fluids, are listed in the CRC Press
Handbook of Chemistry and Physics [231]. Values of the van der
Waals constants for many gases and vapors can also be found in
the same handbook and in ref. [6].

6.3. The Dieterici equation of state

This equation seems to be more successful than other simple
equations[232].

P = RT

V − be
− A

RT3/2V (71)

where b has the same meaning as in van der Waals equation and A is
an empirical constant. It can be shown that the critical parameters
are

Tc =
(
A

4bR

)2/3

(72)

Pc = R

b

(
A

4bR

)2/3

e−2 (73)

RTc
PcVc

= e2

2
= 3.695 (74)

The experimental value of RcTc/PcVc hovers around 3.98 [217]. With
only two parameters, this equation accounts reasonably well for
many experimental results. However, SFC needs a more accurate
equation.

6.4. The Lee–Kesler equation of state

This three-parameter equation is quite complex but offers the
following attractive features [7,92].

1. It covers a wide range of reduced temperatures (0.3 < Tr < 4) and
pressures (0 < Pr < 10) (Tr = T/Tc, Pr = P/Pc are the reduced temper-
ature and pressure).

2. It applies to mixtures as well as to pure compounds.
3. All the coefficients of this equation are independent of the

substances considered, whether those are pure compounds or
multi-component mixtures (see Table 2).

4. It gives accurate results for a wide variety of compounds.

The Lee–Kesler equation is written

Z = p�

RT
= PrVr

Tr
(75)

= 1 + B

Vr
+ C

V2
r

+ D

V5
r

+ c4
T3
r V

2
r

(
ˇ + �

V2
r

)
e

−�
V2
r (76)

where � is the molar volume and Vr is a reduced volume defined by

Vr = Pc�

RTc
(77)
Note that Vr /= �Vc, just because the fluid is not an ideal gas. In Eq.
(75), the constants B, C, and D are given by:

B = b1 − b2

Tr
− b3

T2
r

− b4

T3
r

(78)
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= c1 − c2
Tr

+ c3
T3
r

(79)

= d1 + d2

Tr
(80)

he parameters b1, b2, b3, b4, c1, c2, c3, d1, d2, ˇ, and � have numer-
cal values that are independent of the compound considered (see
able 2). However, there are two different sets of these constants,
ne for the “simple” fluids and the other one for the “reference”
uid. Eq. (75) is solved numerically with both sets and the actual
ompressibility factor of a real fluid is then expressed by

= Zo + ω

ωr
(Zr − Zo) (81)

hereωr is the acentric factor, another numerical constant. For the
eference fluid, it is given in Table 2. For simple fluids, it must be
ound in the appropriate literature.

.4.1. The Lee–Kesler equation of state for mixtures
The pseudo-critical method of Prausnitz [94] was used to cal-

ulate the properties of mixtures using the Lee–Kesler equation of
tate [7]. This method has the great advantage that the mixture
s treated as a pure compound in order to estimate a set of critical
arameters (i.e., Tc, Pc, andω). The numerical values of the constants

n Table 2 remain valid and no new parameter is needed to account
or molecular interactions. Although this method is empirical, it is
ustified by the excellent agreement observed between the values
alculated and measured for numerous mixtures [7,233,234].

The main difficulty of this model is in relating the critical param-
ters of the mixture to those of its components. Several sets of rules
ere tested by Schoenmakers [7] who recommends the rules of

löckner et al. [235] developed specially for the Lee–Kesler equa-
ion [92]. To apply these rules, the critical properties of the mixture
omponents must be known. A binary interaction parameter, �1,2,
s also necessary. This parameter depends on the components
nvolved, which is the main inconvenience of the method. How-
ver, for ternary or more complex mixtures, only the set of binary
arameters is needed.

Plöckner et al. suggested a correlation for different kinds of mix-
ures between �1,2 and the dimensionless parameter r defined as

= Tc,2�c,2
Tc,1�c,1

(82)

ith �c,i = Zc,iRTc,i/Pc,i. For hydrocarbon mixtures, the correlation is

1,2 = −6 × 10−4r2 + 0.042r + 0.94 (83)

or the mixtures of carbon dioxide and hydrocarbons that are useful
n SFC, an estimate would be given by

1,2 = 0.9 + 0.02r (84)

hen the temperature is remote from the critical temperature, the
alue of �1,2 has an important influence on the results of the cal-
ulations made with the Lee–Kesler equation, which suggests that
t might be better to use an approximate estimate of �1,2 than to
ssume that �1,2 is close to unity [7]. However, when the tempera-
ure increases toward the critical temperature, the influence of �1,2
ecreases.

The critical parameters of a mixture are calculated using the
ollowing equations

c,i = 0.905 − 0.085ωi (85)
c,i =
Zc,iRTc,i
Pc,i

(86)

c,1,2 =
�1/3
c,1 + �1/3

c,2

8
(87)
ogr. A 1218 (2011) 1037–1114 1067

�c,m = x2
1�c,1 + 2x1x2�c,1,2 + x2

2�c,2 (88)

Tc,1,2 = �1,2

√
Tc,1Tc,2 (89)

Tc,m = 1

�c,m

(
x2

1�

c,1Tc,1 + 2x1x2�


c,1,2Tc,1,2 + x2

2�

c,2Tc,2

)
(90)

ωm = x1ω1 + x2ω2 (91)

Pc,m = Zc,mRTc,m
�c,m

(92)

where a value of 0.25 is recommended for the empirical constant .
Equations for the calculation of the critical parameters of the higher
alkanes were given by Schoenmakers [7].

6.4.2. Conclusion on the Lee–Kesler equation of state
This equation was extensively used and studied by Schoenmak-

ers [7]. The conclusions of this work can be summarized as follows

1. The Lee–Kesler equation is purely empirical. It accounts fairly
well for a large number of experimental results. However, there
is no guarantee of accuracy when this equation is applied to data
obtained with a different solvent or families of solutes. Large
errors always remain possible and careful investigation of the
validity of the equation for any new system remains necessary.

2. Numerous values of the critical parameters and the acentric
factors of chemicals are tabulated. When such values are not
available, they should be measured or estimates derived.

3. The application of the equation to mixtures, the derivation of
pseudo-critical parameters for mixtures, and the method of han-
dling them are empirical and can give only approximate results
of uncertain accuracy.

4. In all applications of the Lee–Kesler equation of state as in the
applications of many other equations of state, the stationary
phase is supposed to be incompressible and not to dissolve nor
absorb the mobile phase, which might very well be quite approx-
imate.

5. The vapor pressure of all solutes is considered to be negligible
compared to the local pressure applied to the mobile phase.

6. The pressure applied to the system is constant and homoge-
neous. In chromatography, the pressure decreases along the
column. The physico-chemical parameters of the eluent and the
mobile phase being a function of the local pressure, the recorded
results, retention time, column efficiency, are averages to be
determined.

6.5. The Peng–Robinson equation of state

This equation was recommended by many authors [7,42,236]. It
is written:

P = RT

V − b − a

V(V + b) + b(V − b)
(93)

with : (94)

a = 0.45724
R2T2

c

Pc
[1 + Ki(1 −

√
Tr)]

2
(95)

b = 0.0778
RTc
Pc

(96)

Tr = T

Tc
(97)

2
Ki = 0.37464 + 1.54226ω − 0.26992ω (98)

whereω is the acentric factor, which can be found in tables or may
be calculated from

ω = − log PVR − 1 (99)



1068 G. Guiochon, A. Tarafder / J. Chromatogr. A 1218 (2011) 1037–1114

F ith th
3 ©, 25
p

w
t

c
n
o

Z

w

A

T
i
e
i
s
a
c
i
u

6

6

s
i
d
d

1

2

3

4

ig. 22. Comparison between experimental pressure drops and those calculated w
00 × 4 mm columns packed with 10 �m particles of C18 silica. Temperature � 20;
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here PVR is the reduced vapor pressure (PVR = Pv/Pc) at a reduced
emperature of 0.7 (i.e., at T = 0.7Tc.

The Peng–Robinson equation of state does not give an analyti-
al expression for the volumetric mass, which must be calculated
umerically. The easiest route is to derive Z as a numerical solution
f the equation

3 − (1 − B)Z2 + (1 − 3B2 − 21B)Z − (AB− B2 − B3) = 0 (100)

ith

= aP

R2T2
B = bP

RT
(101)

he density of the mobile phase is derived from Z and from its def-
nition (see Eq. (66)). It should be noted that, like for many other
quations of state, the results given by this equation are approx-
mate and generally are more precise for supercritical than for
ubcritical fluids, even though the subcritical fluids used in SFC
re liquids rather than gases. Fig. 22 compares the pressure drops
alculated with the Peng–Robinson equation of state and the exper-
mental results obtained. There is a general agreement but errors
p to 10% are observed [42,236].

.6. Empirical equations of state

.6.1. The Span and Wagner equation of state
Besides the general equations of state listed above, a dozen

pecific empirical equations have been derived for carbon diox-
de [175]. These equations are based on most of the experimental
ata regarding the behavior of CO2 available at the time of their
erivation. These equations suffer also from a number of drawbacks

. Most state of the art data for the relationship between P, �, and
V are not accounted for within their experimental uncertainty.

. State of the art data on the liquid–vapor equilibria are not

accounted for within their precision.

. The calculation of thermal properties within the critical region
yields unreasonable values.

. Interpolation through regions in which data are limited or insuf-
ficient give unsatisfactory results.
e Peng–Robinson equation of state [42,236]. (a) Eluent, carbon dioxide, two RPLC
; � 30; *, 35; �, 40; 	, 45 ◦C. (b) ©, Eluent: CO2; �, CHF3; �, N2O. Reproduced with

5. Extrapolation of the equations to temperatures and pressures
outside the ranges of available data often yields unsatisfactory
values.

In an attempt to remediate this situation, Span and Wagner
developed an equation of state which is explicit in the Helmholtz
free energy [175].The consistent use of sophisticated fitting and
optimization procedures allows the representation of the most
accurate data within their level of accuracy.

The Helmholtz energy A is a function of the density, �, and the
temperature. It is commonly given as the sum of two terms, one
accounting for the behavior of an ideal gas, the other for the residual
behavior of the fluid, with:

	 = A

RT
= 	o(ı, �) + 	r(ı, �) (102)

where ı=�/�c is the reduced density and � = Tc/T is the inverse of
the reduced temperature. Since the Helmholtz energy is a funda-
mental thermodynamic property, it can be obtained by combining
the derivatives of Eq. (102).

The Helmholtz energy of an ideal gas is given by the equation

Ao(�, T) = ho(T) − RT − Tso(�, T) (103)

where ho is a function of the temperature and so a function of the
temperature and the gas density. Both functions can be derived
from an equation for the heat capacity of the ideal gas. In contrast,
there is no general equation for the residual part of the equation. A
general procedure was developed to derive an empirical equation
by using different series of data for different properties of the fluid
[175]. This needed the use of a large bank of terms. Their coefficients
were derived from a nonlinear fit of the experimental data. The final
equation and its 42 numerical parameters are given in Ref. [175].
They are not reported here.

This equation was selected by Ottiger et al. [223]. It is valid for

temperatures up to 1100 K and pressures up to 800 MPa. It accounts
for all numerical series of measurements of data related to the
equation of states within their level of accuracy.

Later, Span and Wagner [237–239] published an expansion of
their early work [175]. Their work on CO2 predictions numerous
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roperties of that fluid quite accurately because the functional form
f the equations along with their coefficients were optimized to
est fit only the set of experimental data available for CO2 and
ecause this set consists of an abundance of accurate data. In the
xtended work, they focused on the development of optimized
unctional forms that would be specific to certain groups of fluids
e.g., polar, weakly polar, or non-polar) rather than to any particular
uid like CO2. They used simultaneously numerous data sets of dif-

erent fluids, which enabled them to derive equations of state valid
or a particular group. Now, such group-specific functional forms
o not provide the best fit to the data for a particular fluid, but the
est fit for the data for a particular group of fluids. The real advan-
age, as these authors pointed out, of having such group-specific
ptimized equations is that reliable EOS can then be developed
asily for any fluid representing that group, even when sufficiently
road and detailed sets of experimental data are not available. Their
imultaneously optimized EOS have characteristic features that are
escribed in detail, which avoid the shortcomings of prior multi-
arameter EOS [237]. Substance specific parameters for nonpolar
238] and polar [239] fluids and comparisons with other results are
lso provided. A variety of alkanes, halogenated alkanes, ammo-
ia and carbon dioxide are included. Span and Wagner discussed

n detail the fitting strategy they developed to ensure applicability
f these equations to a wide range of temperatures and pressures.
he fitted equations have 12 terms, which are still fewer than con-
ained in some other EOS, but they provide an increased accuracy.
nderstandably, if one wants to have an EOS for another fluid,
.g. methanol, although polar, a new set of coefficients is required,
hich was not reported. So although the new approach addresses a

roup of fluids, rather than a particular one, its applicability is still
ot as general as the Lee–Kesler one. Additionally, their approach
oes not mention anything regarding the properties of mixtures.
iven their approach to develop different functional forms for polar
nd non-polar fluids, any effort to (equally) accurately estimate the
on-polar–polar mixture properties through this approach, would
e more than challenging. These limitations are most serious in
FC since this method uses frequently a wide range of modifier
ompositions.

Span and Wagner reported the coefficients for (a) non or
eakly polar compounds, methane, ethane, propane, isobutane,
-butane, n-pentane, n-hexane, n-heptane, n-octane, argon,
xygen, nitrogen, ethylene, cyclohexane, and sulfur hexafluoride
238], and (b) compounds, (trichlorofluoromethane (CFC-11),
ichlorodifluoromethane (CFC-12), chlorodifluoromethane (HCFC-
2), difluoromethane (HFC-32), 1,1,2-trichlorotrifluoroethane
CFC-113), 2,2-dichloro- 1,1,1-trifluoroethane (HCFC-123),
entafluoroethane (HFC-125),1,1,1,2-tetrafluoroethane (HFC-
34a), 1,1,1-trifluoroethane (HFC-143a), 1,1-difluoroethane
HFC-152a), carbon dioxide, and ammonia [239].

.6.2. Saeki equation of state
Saeki derived an empirical equation of state from the fundamen-

al equation of thermodynamics [226]:

= U − TS (104)

ith respect to the volume, V, at constant temperature. This gives

= −
(
∂G

∂V

)
T

= T
(
∂S

∂V

)
T

−
(
∂U

∂V

)
T

(105)
omplex mathematical manipulations combined with thermody-
amic relationships and some assumptions lead to the following
quation

= P∗(T) − ak(T)Xe−X − bk(T)[X + ck(T)]4X (106)
ogr. A 1218 (2011) 1037–1114 1069

where P∗ is the pressure under which V = Vc at temperature T
(pressure–temperature relationship along the critical isochore),
ak(T) = 0 at the critical point, and either bk(T) = 0 or ck(T) = 0, or
bk(T) = ck(T) = 0 at the critical point; in this equation, X = (V − Vc)/V,
and the subscript k indicates the gas phase when V > Vc or the gas
phase when V < Vc and the temperature is below the critical tem-
perature (T < Tc).

Calculations showed that the Saeki equation gives P − V
isotherms that are in very good agreement with the experimen-
tal data, with an accuracy that is comparable to those of the
Benedict–Webb–Rubin and the Beattie–Bridgeman equations.

6.7. The elementary physical models

Elementary physical models (EPM) were proposed [240] and
refined [241] to calculate thermodynamic properties of carbon
dioxide and the density dependence of its dielectric constant
and its structure. The EPM was initially proposed as a site-based
intermolecular potential model for CO2, using point charges and
Lennard–Jones intermolecular interactions centered at each atom.
This model predicts satisfactory values for the critical properties
and the liquid–vapor coexistence curve. Simple corrections to the
parameters of this first EPM model give a second model predicting
the correct critical properties and curve [240].

The EPM approach requires a potential model of which there
are two kinds, empirical models and models based on ab initio
quantum mechanical calculations. The latter models suggest that
the molecule of carbon dioxide is flexible and marginally nonlin-
ear. Supercritical carbon dioxide would thus have a small dipole
moment, a large quadrupole moment, and its dielectric constant
would no longer be equal to unity. This nonlinearity concept was
introduced in the EPM by Zhang et al. [241]. Numerical calculations
using standard Monte Carlo simulations in the canonical ensemble
demonstrated an excellent agreement between the experimental
data for the pressure dependence of the density and the dielectric
constant at 313, 333, and 353 K, particularly with the values derived
from the model assuming a flexible carbon dioxide molecule.

Calculations show the formation of large molecular clusters
under moderate pressures and a large inhomogeneity of the local
density while the fluid is more homogeneous under high pressures.
This suggests that the fluid structure at low density is controlled by
attractive forces while at high density it is determined by repul-
sive forces. The T-shaped relative orientation of next neighbor
molecules is dominant in the range of densities studied. This struc-
ture, the finite but small dipole moment, and the large quadrupole
moment have a strong effect on the solubility of components in
carbon dioxide.

Moelwyn–Hughes showed that the mean free path of a molecule
is commensurate with its radius at the critical point. In contrast,
the mean free path of a molecule is larger than its radius in the gas
phase and it is smaller than its radius in the liquid phase [217]. This
suggests that there should be a relationship between the critical
point and the energy of interaction between two molecules. The
relationship between the properties of critical fluids and this inter-
action energy is complex and still incompletely understood, which
explains why there are so many equations of state, why they are so
complicated, and why these equations have so many parameters.

6.8. EOS for mixtures

Several EOS, particularly the Lee and Kesler EOS provides good

predictions of the P, V, T behavior of mixtures of similar compounds,
and particularly of CO2 and nonpolar compounds. Unfortunately,
SFC uses mixtures of nonpolar (essentially carbon dioxide) and
an organic modifier, which is polar (e.g., methanol, ethanol. ace-
tonitrile). The Lee and Kesler EOS gives only approximate results
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hat are often too inaccurate for the needs of SFC. Because the
olecules of polar compounds tend to associate easily, large sta-

istical fluctuations of these mixtures form in the vicinity of the
ritical point, making accurate predictions difficult [242,243]. New
quations based on the SAFT equation of state of Kiselev et al. [243]
eem to be promising for binary mixtures involving CO2.

.9. Choice of an equation of state

There is no consensus yet on the best equation of state to use
n SFC. Schoenmakers chose the Lee and Kesler equation [7]. Per-
ut chose the Peng and Robinson equation [42]. Brunner, Mazzotti
nd Rajendran [223], and Rajendran [201,224,225] preferred the
pan and Wagner equation [175,180]. Unfortunately, there are few,
f any, detailed comparisons made between these different equa-
ions, which makes a rational choice difficult. The Span and Wagner
quation is certainly the most accurate but it is also much more
omplex. More importantly, this equation is applicable only for
ure CO2; it does not have any explicit mechanism to handle the
OS of a mixture. It is probable that the simpler Lee and Kesler and
eng and Robinson equations can often yield results that are suf-
ciently accurate for the needs of most SFC applications. Zhao and
lesik [139] were able to model the data that they had measured for

he system methanol/trifluoromethane between 25 and 100 ◦ C and
etween 1 and 340 atm, by using the Peng–Robinson EOS, with two
emperature-independent binary parameters. The average relative
tandard deviation was 6% over the entire range of experimental
onditions.

. Retention mechanism in SFC

Fundamentally, the retention mechanisms are similar in SFC
ompared to GC and LC. There have been, however, numerous
tudies undertaken to develop an insight into the specific inter-
ctions of the solutes and the stationary phases, with the mobile
hases, in the critical and supercritical regions [244]. Sie et al.
29] demonstrated that supercritical carbon dioxide is soluble in a
oated liquid stationary phase. Janssen et al. [245] studied adsorp-
ion behavior of various compounds, typically used as modifiers
n SFC, on octadecyl-modified silica. The mass isotope tracer pulse
hromatography was used by Selim and Strubinger to investigate
he adsorption of pure n-pentane in its critical region on SE-30 and
E-54, then its adsorption on the same polymers in the presence of
ethanol [246,247]. The excess amount adsorbed at equilibrium,

ncreases with increasing pressure until a maximum is reached,
eyond which it decreases [244].

This is a general result with excess isotherms of pure com-
ounds, the excess isotherm or difference in concentrations
etween the adsorbed layer and the bulk fluid tends toward zero
hen the pressure increases indefinitely [248] Similar results were

btained by Yonker and Smith in the study of the adsorption of
-propanol [244,249] and by Parcher and coworkers [250,251].

n SFC, the adsorbed phase is usually a layer of various organic
aterials (ligands, adsorbed organic modifier, or polymer chains)

nd adsorption of the solutes in the presence of the supercritical
obile phase is usually a competitive process. Additionally, some

olymeric stationary phases shows significant volume change with
orption [252], which further complicates the problem. Mink et al.
253] demonstrated that certain solutes compete with methanol,
sed as a modifier with carbon dioxide, to access the active adsorp-

ion sites on silica in packed-column SFC. Springston et al. [254]
sed supercritical butane and carbon dioxide to study the swelling
f the polymeric stationary phase, SE-30, in capillary SFC. They
ound that the expansion of the stationary phase with butane was

uch higher than that with carbon dioxide. Rajendran et al [252]
ogr. A 1218 (2011) 1037–1114

developed a novel method to simultaneously measure the sorp-
tion of carbon dioxide on a polymer (poly-methyl-methacrylate)
and the swelling of the polymer due to this sorption. Such inter-
actions between the mobile phase and the stationary phase can
substantially alter the chromatographic retention mechanism for
SFC.

While modeling the retention behavior in SFC, however, all the
specificity of such interactions can be lumped into the equilibrium
isotherms, as is done for HPLC. The problems specific to SFC are
essentially related to the consequences of the compressibility of
the mobile phase under conditions near, below or above the crit-
ical point and how the pressure or density of the fluid affects the
equilibrium constant of adsorption, or the partitioning coefficients.
More precisely, these problems can be related to

1. The influence of the mobile phase density on the parameters
of the equilibrium isotherms and particularly on the retention
times and factors of analytes under linear conditions (Henry
constant) and nonlinear conditions (saturation capacity).

2. The influence of the mobile phase density profile along the col-
umn on the mass balance equation of the sample components.

3. The competition for access to the adsorbent surface between the
components of the sample and those of the mobile phase, mainly
carbon dioxide and the organic modifier, generally methanol.

4. Effect of stationary phase swelling on the void volumes inside
the packed columns.

7.1. The retention factor

The retention factor, k′, which is generally used in linear chro-
matography to quantify the retention behavior, is the ratio of the
number of moles of the solute attached to the stationary phase, to
the number of moles in the mobile phase, at equilibrium. It is pro-
portional to the initial slope of the isotherm or Henry constant, i.e.,
to the equilibrium constant of the compound at infinite dilution. In
chromatography, the retention factor is often given by

k = tR − t0
t0

(107)

where tR and t0 are the retention times of the compound considered
and the hold-up time of the column, respectively. While this equa-
tion is straightforward, its interpretation raises different problems
in GC, HPLC, and SFC. In HPLC, the mobile is practically incompress-
ible, the retention factor is constant all along the column, and it is
proportional to the equilibrium constant of the compound between
the two phases of the chromatographic system. In GC and SFC, the
mobile phase is compressible. So, the relationship is more complex.
The value provided by Eq. (107) depends on the flow rate and the
column length, so it is an empirical parameter of limited value. Most
of the relationships used in HPLC that relate the retention factor to
various thermodynamic properties no longer apply. The same situ-
ation arises in GC but the simplicity of the EOS used in GC permits
a correction which has no equivalent in SFC.

Substantial work has been done to understand the retention
behavior in SFC systems, where the main effort was to correlate the
retention factor with state conditions like pressure and tempera-
ture, or to specific properties of the mobile phase e.g. density or
fugacity, or the solubility of the solute compounds in the mobile
phase. In the following paragraphs some of these studies have
been discussed. Retention in SFC, however, is most easily under-
stood as depending on the density of the mobile phase: the higher

the density, the more soluble the solute in the mobile phase, the
lower its retention. Increasing the pressure at constant tempera-
ture increases the mobile phase density hence decreases retention;
increasing the temperature at constant pressure decreases the
mobile phase density, hence increases retention. Increasing the
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ig. 23. Experimental points (symbols) and best calculated values (lines) of the
enry constant of phenantherene as a function of the CO2 density [201], Fig. 3.

emperature at constant density affects retention slightly in most
ases but the effect is not always negligible [199].

.1.1. Influence of pressure and temperature on the retention
actor

The retention factor of SFC not only depends on the tempera-
ure and the mobile phase composition, as in HPLC, but also on the
ressure. The pressure dependence of SFC is through the influence
f pressure on the density of the mobile phase and on the partial
olar volumes of the solutes in the fluid and in the adsorbed phases.

eports on these influences are quite different and could appear at
rst glance as contradictory. Actually the opposite effects of the
emperature and the pressure on the mobile phase density com-
licate the understanding of the adsorption behavior of solutes in
he supercritical region [93]. How the retention factors of selected
ompounds vary with temperature and pressure is often reported
80,16] but few papers give their isobaric or isothermal adsorption
quilibrium constants in a wide enough range of temperatures or
ressures [16]. Fig. 8 (see Section 3.4 shows that the retention factor
f naphthalene in carbon dioxide decreases rapidly with increas-
ng pressure in the critical region (pressures between 65 and 90 bar)
ut far more slowly in the supercritical range, particularly at low
emperature [7]. Figs. 33a–c (see Section 7.3) show the consistent,
niform decreases of the retention factor of phenanthrene with

ncreasing mass flow rate of the mobile phase, hence average col-
mn pressure, and with increasing concentration of the organic
odifier in the mobile phase, in the supercritical region [224].
Fig. 24 shows the retention factors of a few linear C10 hydro-

arbons and of fluorene on two conventional GC stationary phases
s a function of the pressure of carbon dioxide, the mobile phase,
t 40 ◦C. At low pressures, the retention factors of n-decane, trans-
ecene, and 1-decyne decrease linearly with increasing pressure. At
igher pressures, however, the curves exhibit a negative curvature,
ue to the rapid increase of their solubility in carbon dioxide with

ncreasing pressure, which is consistent with the dependence of
he retention factor on the mobile phase density (see later, Section
.1.2 and Eq. (114)). The behaviors of the linear hydrocarbons and

hat of fluorene in Fig. 24 are quite different but they are consistent
ith the data for fluorene having been obtained in the supercriti-

al region, where solubility increases quite slowly with increasing
uid density, while those for the linear hydrocarbons were acquired

n the subcritical region, where solubility increases rapidly with
ogr. A 1218 (2011) 1037–1114 1071

increasing fluid density. The assumption that the behavior of fluo-
rene might have been related to the phase diagram of the carbon
dioxide - fluorene system not being a type 1 diagram (see Sections
2.1.3, 3.1, and 4.1) was not strongly supported [16].

Sandra, on the other hand, showed that the retention times and
separation factor of a pair of enantiomers hardly changed when,
at 40 ◦ C and constant flow rate (1 ml/min), the inlet pressure was
increased from 100 to 200 bar (with a correspondingly increasing
hydraulic resistance of the downstream restrictor needed to keep
the flow rate constant) [64]. Similarly, the elution order of a mixture
of caffeine, ibuprofen, theophylline, fenoprofen, flurbiprofen, corti-
sone, hydrocortisone, and prednisolone remained unchanged and
the separation factors of these components were hardly affected
when the flow rate of an analysis made on Zorbax RX SIL eluted with
supercritical carbon dioxide and a 5.8–33% gradient of methanol
was increased from 2 to 5 ml/min, with a fixed restrictor [64]. As
pointed out by Sandra, this behavior is similar to that observed in
NPLC.

7.1.2. Influence of the mobile phase density on the retention
factor

Actually, the critical parameter that controls retention in SFC
is the mobile phase density, which increases with increasing pres-
sure and decreases with increasing temperature [199]. An inference
of retention factor variation with temperature and pressure, with-
out a reference to the density variation, may lead to contradictory
views. When the pressure drop along the column increases sig-
nificantly above a few bars, retention factors depend on the fluid
density, whether the mobile phase is a dense gas or a critical fluid
[66]. In SFC, the mass flow rate is constant along the column, as
in gas and liquid chromatography, but the volumetric flow rate,
and so the mobile phase velocity, vary along the column. Since
retention factors increase with decreasing mobile phase density,
they also increase with the migration distance [174]. The range of
variations of retention factors in the critical region may exceed an
order of magnitude, which is why SFC should better be conducted
somewhat away from the critical region. As a consequence of the
retention factor dependence on the migration distance, separation
factors also vary. For small relative variations of the pressure, a lin-
ear variation can be assumed and a first order expansion written
[255]

� = �0(1 − �� d�
dP
�P) (108)

where �0 is the mobile phase density at the column inlet and ��
a coefficient depending on the experimental conditions used. The
influence of the mobile phase density on the retention and separa-
tion factors is given by

ln ki = ln ki,0(1 − �k
d�

dP
�P) (109)

ln˛ = ln˛0(1 − �˛ d�
dP
�P) (110)

To increase the flow rate, the pressure gradient along the column
must be increased. This increases the amplitude of the gradient of
mobile phase density, changing the average mobile phase density
in the column and affecting the retention factors. Based on equation
(109), Peaden and Lee [255] showed that if the inlet pressure, hence
the inlet mobile phase density, is kept constant, the average mobile
phase density in the column decreases because the outlet pressure
must be decreased when the mobile phase velocity is increased.

This decrease causes an increase in the average retention factors of
all analytes and a larger increase in their separation factors [255].
To keep constant the retention factors or the separation factors of
certain compounds, the average density of the mobile phase in the
column must be kept constant, hence its density at the column inlet,
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Fig. 24. Plot of the retention factor of some hydrocarbons a

ust be increased to compensate for its decrease at the column
utlet. This will affect the column efficiency (see Eq. (130)). The
ntensity of these effects depends on the viscosity of the mobile
hase and on the column permeability.

Based on the assumption of thermodynamic equilibrium
etween the two phases of a solute at infinite dilution, van Wasen
nd Schneider [256] demonstrated that [42,257]:

∂ ln�ki
∂P

)
T

= Vi,ads − Vi,sol
RT

(111)

here ki is the retention factor of component i, Vi,ads and Vi,sol its
artial molar volumes in the adsorbed phase and in the solution,
espectively. Experiment and theory [97,256] agree to show that
sol is proportional to the isothermal compression coefficient in
he supercritical region, with

Vi,sol
RT

= −�
(
∂ ln�
∂P

)
T

(112)

here� is a coefficient depending on experimental condition. Now,
f we assume that the molar volume in the mobile phase is much
arger than the molar volume in the stationary phase, which is
ertainly true at moderate pressures but might become merely
pproximate at high pressures, Eq. (111) reduces to

∂ ln�ki
∂P

)
T

= −�i
(
∂ ln�
∂P

)
T

(113)

hich can be integrated to

′
i = �−(�i+1)fi(T) (114)

his equation shows that, at constant temperature, the retention
actor decreases as a power of the increasing mobile phase den-
ity [42]. The applicability of such relation is explained in the next
aragraph.

The isothermal variations of the retention factor for four hydro-

arbons, as functions of the pressure, are shown in Fig. 25[256].
he experiments were carried out with conventional GC station-
ry phase and pure CO2 as the mobile phase. The figure shows the
etention factor decreasing by an order of magnitude with increas-
ng pressure, mainly because of the rapidly increasing solubility
nction of the pressure [16]. Instead of decine, read decyne.

of the samples in CO2. It also shows an interesting temperature
dependence of the retention factor. The amplitude of its variations
increases substantially with increasing temperature, at the same
operating pressure, indicating a decreasing solubility. The counter-
acting, and strongly nonlinear, effects of temperature and pressure
variations on the solute retention can result into intriguing pro-
cess conditions, mentioned earlier in this section. For example, the
retention factor of decane is the same at two fairly different tem-
peratures (30 and 40 ◦C) but at the same pressure (60 bar). Much
simpler correlations can be derived when the same data is plotted
against the mobile phase density (Fig. 26). Now the variations are
mostly linear, and the slight nonlinear behavior can be predicted
by Eq. (114).

More interestingly, retention factors decrease with increasing
temperature at constant density, which possibly indicates a more
familiar variation of the equilibrium constant, when the density
variation is not playing any role. Similarly, Fig. 8 shows plots of the
retention factor of naphthalene versus the pressure of carbon diox-
ide at three different temperatures, calculated using Eq. 123, with
experimental data points in excellent agreement. The retention fac-
tor decreases steeply around the critical pressure, the closer the
temperature to the critical temperature, the steeper this decrease
(see Fig. 8). The dependence of the retention factor on the mobile
phase density, however, is smoother [7]. The calculated curve is
consistent with the experimental data of van Wasen et al. [13] (see
data in the figure). Such considerations are particularly important
in the context of the design of SFC operations. The possibility of a
rapidly decreasing mobile phase temperature along and across the
column due to mobile phase decompression, and at the same time,
the possibility of an increasing mobile phase temperature due to
flow frictions (see Sections 5.7.1 and 5.7.2), along with changing
pressures and such complex relationships of the retention factor
with the operating conditions, can offer both challenge and oppor-
tunities for process designers.

Kautz et al. measured the retention factor of benzene, and three

symmetrical hexasubstituted benzenes, C6F6, C6Cl6, C6(CH3)6 as a
function of the density of the mobile phase (CO2), at temperatures
between 32 and 57 ◦C. They used three columns, a Nucleosil 100-5
porous silica and the same material bonded with C18 alkyl and 1-
nitro-4-propyl-benzyl ligands [258]. They calculated the density of



G. Guiochon, A. Tarafder / J. Chromatogr. A 1218 (2011) 1037–1114 1073

Fig. 25. Temperature and pressure dependence of the retention factors of alkanes [256].

Fig. 26. Temperature and density dependence of the retention factors of alkanes [256].

Fig. 27. Isothermal plot of log k versus log �/�0 for ♦, hexafluorobenze; �, benzene; ©, hexamethylbenzene; � [258]. Stationary phases: Nucleosil 100-5 (—-), same material
bonded with C18 alkyl (- - - -) and 1-nitro-4-propyl-benzyl-bonded silica (. . . .).
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Fig. 28. Effect of the mobile phase density on the capacity factors of naphthalene
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nd phenanthrene on a reversed-phase (octyl) silica at 40 C. Data for naphthalene
rom van Wasen et al. [13] Data for phenanthrene predicted using Martire–Boehm
quation [66].

arbon dioxide using the Span–Wagner equation of state (Section
.6.1). The logarithm of the retention factors of all the compounds
ecrease linearly with increasing logarithm of the mobile phase
ensity (see Fig. 27). The slopes are marginally affected by the
ature of the substituents and by the stationary phase. The elution
rder of hexamethylbenzene and hexachlorobenzene on Nucleosil
00-5 NO2 is reversed when the density of carbon dioxide (no addi-
ive) increases from 0.493 to 0.792 g/ml at 320 K [258].

Fig. 23 illustrates the dependence of the Henry constant of
dsorption (proportional to the retention factor) on the density of
he mobile phase (supercritical carbon dioxide and ethanol at 65 ◦C)
nd the concentration of organic modifier (ethanol) [201]. Fig. 28
llustrates the influence of the density of pure carbon dioxide on the
etention factors of naphthalene and phenanthrene on a C8-silica
onded phase [13].

There are reports that retention factors in SFC fit to a quadratic
unction of the mobile phase density much in the same way as in
PLC, where it depends on the volume fraction of the organic mod-

fier in the mobile phase [7]. Van Wasen et al. [256] showed that
etention factors can be fitted to the relationship

n k = 6.34 − 9.49�r + 2.35�2
r (115)

ith �r is the reduced density of carbon dioxide. This equation is
onsistent with the general relationship demonstrated by Martire
t al. [259].

Finally, the dependence of the retention factor on the mobile
hase density makes its local value most sensitive to the intense
ariations of this density with relatively small changes in the pres-
ure and the temperature that are observed in the critical region.
ig. 16 illustrates these effects at a column temperature (50 ◦C) such
hat Tr = 1.07; with two mobile phase densities, 0.47 and 0.71 g/ml
�r = 1.0 and 1.50). Due to the high compressibility of the mobile
hase and its expansion along the column, the intensity of the
ooling increases with increasing flow rate, causing a decrease of
he apparent retention factor with increasing mobile phase flow
elocity. Berger [260] measured the retention factors of several
olynuclear aromatic hydrocarbons on neat silica, in a wide range

f density of pure carbon dioxide (0.15–0.85) and showed that the
ariation of log k versus � is not linear; two quasi-linear plots are
btained below and above a density of ca. 0.4, with a significant
ifference between the slopes of the two plots. They suggested the
ormation of an adsorbed layer of carbon dioxide on the silica sur-
ogr. A 1218 (2011) 1037–1114

face, the thickness of which increases progressively with increasing
density.

Recently, Berger and Fogelman [261] showed how the reten-
tion pattern of a 22- compound mixture eluted with a two-ramp
gradient varies at constant flow rate and column back pressure
(150 bar) when the column temperature is increased from 20 to
70 ◦C. Numerous elution reversals take place. The authors stress the
convenience of adjusting selectivity by setting the column temper-
ature.

7.1.3. Retention factor and the mobile phase composition
Modern SFC is carried out with a complex mobile phase made of

carbon dioxide, an organic or primary modifier and, frequently, an
additive or secondary modifier. The relative concentrations of the
secondary and the primary additives is often as large as one order
of magnitude. Most second additives are too polar to be miscible
to carbon dioxide in sufficiently large proportion but are soluble in
the primary modifier and the ternary solution obtained by mixing
carbon dioxide and the solution of primary and secondary modifier
is stable. The additives affect the retention and the separation of
sample components in several different possible ways: (1) being
adsorbed on the stronger adsorption sites of the adsorbent surface,
additives compete with sample components and reduce the polar-
ity of the stationary phase; in so doing, they reduce the retention
factors of the sample components; (2) additives are polar com-
pounds that increase the polarity of the mobile phase, affect its
solvating power, and increase the solubility of the sample com-
pounds in the mobile phase; (3) additives may affect the degree of
ionization of analytes and form ion-pair with them. It is often dif-
ficult to distinguish between these different modes of action and
to tell which one is the most important. Carbon dioxide adsorbs
strongly onto column packing materials, with a maximum near the
critical conditions [250]. Parcher et al. have even suggested that the
thick layer so formed may be part of the stationary phase and may
dissolve the additives [250]. The amounts of additives adsorbed
on different packing materials was measured by Berger and Deye
[262]. Changes made in the nature or in the concentration of the
additive in the mobile phase stream that percolates the column may
not have immediate effects. The elution of the breakthrough may
take a significant time before dynamic equilibrium in the column
is restored [263].

Dependence of the retention factor in SFC on the mobile
phase composition has been reported quite extensively. Strubinger
et al. measured the retention factors of n-hexane and benzene on
silica and on C18-bonded silica in relatively wide ranges of tem-
peratures, pressures, and methanol concentrations. These factors
decrease with increasing mobile phase density and temperature,
and increase with increasing methanol concentration [251]. The
values of the partial molar enthalpies of these solutes at constant
density (4.7– 5.7 kcal/mole) suggest a partition-like rather than an
adsorption retention mechanism for nonpolar compounds. Rajen-
dran et al. [201] reported the nature of variation of the Henry
constant of phenanthrene with increasing concentration of ethanol
in carbon dioxide. Lesellier et al. [264] tested sixteen solvents
as modifiers in separating carotenes in sub-critical fluid chro-
matography. They found that correlations between the solubility
parameters and the dielectric constants account for the elution
strengths of these modifiers. West and Lesellier reported that the
addition of a small amount of modifier to CO2 decreases sharply the

retention factors of solutes on nonpolar stationary phases [265].
The modifier is adsorbed on the stationary phase and deactivates it
partly, changing its surface chemistry. For larger modifier concen-
trations, the retention factors decrease more gradually, reflecting
the influence of the mobile phase composition.
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ture). Brauer et al. [268] demonstrated (Fig. 30) that the retention
behavior of four compounds, under different operating conditions,
can be linearly correlated according to their solubility parameters.
This result was expected since these compounds are homologues.
G. Guiochon, A. Tarafder / J. Ch

.1.4. Retention factor and the solubility
The solubility in a particular solvent strongly affects the reten-

ion characteristics of chromatographic systems. The importance of
his parameter is much higher in SFC than in HPLC because solubil-
ty depends on the solvent density, which may vary considerably in
FC systems. Supercritical fluids are powerful solvents, with some
nusual properties, particularly a high diffusivity, a low density,
nd a low viscosity [42]. For these reasons, they have great potential
or many separation processes. Unfortunately, reliable and versatile

athematical models of the phase equilibrium thermodynamics
re not yet available, making their use in process design and eco-
omic feasibility studies difficult.

Chrastil suggested a simple and reliable [42] correlation for the
olubility of compounds in supercritical fluids [266]

i = �˛ie
a
T +b (116)

here Ci is the solubility of solute i and a b, and ˛ are empirical
onstants. This correlation accounts for the variation of the solubil-
ty with the pressure (through its effect on �) and the temperature.
he equilibrium of a solid solute with a solvent is expressed by

∂amob
i,sat

∂P

)
T

=
Vsolid
i,pure

− Vmob
i,sat

RT
(117)

hereamob
i,sat

is the activity of the solute in the saturated mobile phase
solid
i,pure

and Vmob
i,sat

are the partial molar volumes of the pure solid and
f the solute in the saturated mobile phase, respectively (see 3.4).
his equation is very similar to Eq. (111) (see Section 7.1). If we
ssume that Henry’s law is valid up to the saturation concentration
f a solid solute, we may write [256]

∂ ln xi,sat
∂P

)
T

=
Vsolid
i,pure

− Vmob
i,sat

RT
(118)

ombining this equation and Eq. (111) and using Chrastil correla-
ion (Eq. 116) to determine xi,sat gives

∂ ln k′
i

∂P

)
T

= −˛i
(
∂ ln�
∂P

)
T

(119)

his equation is identical to Eq. (113). The numerical values of the
xponent, −˛i and �i + 1 derived from the results of equilibria mea-
urements and from Chrastil equation are in excellent agreement
42], which confirms the validity of Chrastil correlation since we
now that retention times are closely related to equilibrium data.

.1.5. Retention factor and the solubility parameter
The solubility parameters have been more extensively used

han solubilities to correlate the retention factors. A fair volume
f work was done to extract solubility data in supercritical fluids
rom retention factors on SFC columns [267]. Conversely, if solubil-
ty parameter data are available for certain compounds, these data

ay be used to predict the retention behavior in SFC. Brauer et al.
268] used this concept to understand the relationship between the
olubility parameters and the SFC retention behaviors of four com-
ounds. By modifying an expression developed by Giddings [89]
hey developed the following relation:

RT

V
ln
k

F
= −(ı2

sp − ı2
sf ) − 2(ısp − ısf )ıi (120)

here R is the universal gas constant (cal mol−1 K−1), T the tem-

erature (K), and ısp, ısf and ıi are the solubility parameters of
he stationary phase, the supercritical fluid phase, and the solutes,
espectively (cal1/2 cm−3/2). It can be noted that Eq. (120) predicts
linear relationship between ıi and the group (RT/V)ln (k′/F). This
llows a quantitative means to predict retention factors in SFC from
Fig. 29. Solubility parameter of carbon dioxide as a function of the pressure at
different temperatures [7].

solubility parameters, which may be available either from pub-
lished sources [269], or can be calculated from relevant equations
(Eq. (8) or Eq. (15)) when the heats of vaporization of the solutes are
known, or can be estimated following other useful methods [268].
Fig. 29 shows calculated values of the solubility parameter of carbon
dioxide as a function of the reduced pressure at different reduced
temperatures [7]. At temperatures below the critical temperature,
carbon dioxide may exist under two states, gas and liquid; each one
has its solubility parameter, both markedly different (see Fig. 29).
Plots of the solubility parameter versus the mobile phase density
show a smoother dependence, actually a nearly linear relation-
ship in a wide density range [7] and a relatively small influence of
the temperature (although the pressure needed to achieve a given
mobile phase density increases rapidly with increasing tempera-
Fig. 30. Relationship between the solubility parameters and (RT/Vi)ln (k/r) for t-
butyl substituted ferrocenes at 100 ◦C. From top to bottom, pressures 95, 105, 115,
and 125 atm. Compounds: (3) t-butyl ferrocene, (5) di-t-butyl ferrocene, (6) tri-t-
butyl ferrocene, and (7) tetra-t- butyl ferrocene [268].
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ig. 31. Diagram illustrating the coefficients e, s, a, b, v of the stationary phases st
nd C4-alkyl-bonded silica; (c) C18- and amide embedded C18- bonded silica; (d) C1

Heaton et al. [270] developed a retention model for SFC in order
o apply it to predict general retention behavior. This model dissoci-
tes the Hildebrand solubility parameter into the contributions of
iverse molecular interactions, such as dispersive, dipole–dipole,
ipole-induced dipole, and hydrogen bonding with acidity and
asicity. This concept has promising capability in predicting the
etention of any type of solute. The motivation behind disso-
iating the solubility parameter into more thermodynamically
onsistent molecular interaction parameters were inspired by the
ork of Hansen [88], which was later expanded by Keller et al.

271].

.1.6. Retention factor and the solvation energy relationships
Few LSER studies have been made in SFC [99]. Weckwerth and

arr studied the effects of pressure and temperature on the reten-
ion and the LSER coefficients in a phase system made of carbon
ioxide and polydimethylsiloxane [272]. Remarkably, they found
hat the b coefficient was constantly negative. CO2 has no hydro-
en bond donating ability and act as a strong Lewis acid. It attracts
ewis bases into the mobile phase, lowering their retention. At 100 ◦

and under a pressure of ca. 93 bar, the coefficients s, a, and e of the
SER are nearly equal to those found in GC on the same stationary
hase. In contrast, the coefficient l is much smaller and depends on

he pressure, but not on the temperature [99,272]. This confirms
hat, as expected, dispersive interactions between solutes and CO2
re stronger in SFC than in GC.

In a long series of papers, West and Lesellier studied the reten-
ion mechanisms of many packing materials in SFC [265,273–279].
. (a) C18dimethylsilane-bonded and C18phenylmethylsilane-bonded silica; (b) C18-
perfluorodecyl-bonded silica [265], Fig. 7.

Their goal was to better understand the actual influence of the
stationary phase when the mobile phase is very different from
aqueous solutions [265]. Retention in SFC is more closely con-
trolled by the interactions between the solutes and the stationary
phase than in RPLC, where the influence of water is dominating.
Therefore SFC is more suitable than HPLC to characterize station-
ary phases. For this purpose, West and Lesellier used quantitative
structure–retention relationships (QSRR) and more specifically the
linear solvation energy relationship (LSER) derived by Abraham
[100]:

log k = c + eE + sS + aA+ bB+ vV (121)

in which the uppercase letters stand for solute properties and the
lowercase ones for system properties. Equation 121 limits the num-
ber of solute descriptors used in the QSRR and relates them to a
few particular interaction properties: c depends essentially on the
phase ratio; E is the excess molar refraction, which models the
polarizability contributions from the n and � electrons; S is the
solute dipolarity/polarizability; A and B are its overall hydrogen-
bond acidity and basicity; and V is the McGowan characteristic
volume (cm3mol1/100). The system solute constants (e, s, a, b, v)
are obtained through a multilinear regression of the retention data
for a sufficiently large number of solutes with known descriptors;

they reflect the magnitude of the difference for that particular
property between the mobile and the stationary phases. West and
Lesellier measured systematically these solvation parameters for
a large number of conventional stationary phases. These phases
are alkyl-bonded silica [265], polar phases (SiO2, diol, PEG, NH2,
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comparison of a number of C18-bonded silica columns for the pur-
ig. 32. Plot of the basic character (B) associated with a stationary phase against the
asic character of this stationary phase [279]Fig. 3.

N) [274], aromatic phases [275]. Other papers are dedicated to
escribe the tools used [273] and to elaborate on the practical
pplications of the results [276].

The organic modifiers used were methanol and THF, methanol
s the modifier (10%), THF mainly as solvent for solutes purely solu-
le in methanol [265]. The mobile phase flow rate was 3.0 mL/min.
he experimental conditions were subcritical, with T = 25 ◦ C and
back pressure of 150 bar, with a pressure drop between 25 and
5 bar, depending on the column. A total of 109 solutes were used.
heir values of E, S, A, B, V are provided [265,276]. The values of the
oefficients for the different stationary phases, e, s, a, b, v are also
rovided [265]. The analysis of the data, through multiple linear
egression analysis was carefully performed. The RSD of the reten-
ion factors was always less than 0.3%. Errors on the column hold-up
ime affect only the value of coefficient c [265,280]. Further analysis
f the whole sets of results obtained with the different columns was
rovided by the use of five-dimensional diagrams, which provide
imple comparison between the characteristics of these columns,
s illustrated in Fig. 31. Other representation are suggested, offer-
ng different compromises between the amount and the detail of
he information provided [273],

On classical RPLC phases, the coefficients e and v are positive, the
ther three negative. Their absolute values are the largest in aque-
us mobile phases. In SFC, all the absolute values are smaller than
n HPLC, particularly those of e, s, and v, indicating a lower cohesive
nergy and acidity in SFC than in RPLC. These values increase with
ncreasing length of the bonded alkyl chain, probably because an
ncrease of the chain length enhance dispersive interactions and
inders access to the silica surface. The C4 chain exhibits a positive
and a near zero a value, which confers to it a different selectiv-

ty [265]. The embedding of a bonded amide chain or the bonding
f a perfluoroalkyl chain changes completely the distributions of
he five LSER parameters. The former gives a very large, positive a
oefficient with an increase of all other coefficients, suggesting a
trong interaction with acidic solutes. The latter gives much larger
alues for s (now s = 0), a, and b and a negative value for v, confirm-
ng the lesser dispersive interactions and the strong polar nature
f this ligand. The logarithmic plots of the retention factor on one
hase versus those on an other demonstrate the great similarity
etween the alkyl bonded phases and stronger retentions of the
cidic solutes on the embedded amide bonded chain and of the
asic compounds on the perfluoroalkyl chain.
West and Lesellier have demonstrated the great practical impor-
ance of the coefficients e, s, a, b, v to characterize stationary phases
279]. There is an excellent correlation (see Fig. 32) between these
oefficients and the corresponding coefficients E, S, A, B, V of an
ogr. A 1218 (2011) 1037–1114 1077

associated probe solute chosen for each phase as the solute most
analogous to the bonded ligand of the stationary phase (e.g., octade-
cane for ODS silica, propionitrile for the cyanopropyl silica). This
result shows that a basic ligand (large B) induces a basic stationary
phase (large a). The values of a represents the difference between
the hydrogen-bonding characteristics of the solute between the
mobile and the stationary phase on the one hand, between the
solute and the mobile phase on the other but the mobile phase
remained the same in all experiments, leaving variations of a in
this study to characterize only the influence of the nature of the
stationary phase on the hydrogen bonding interactions between
the solute and the stationary phase [279]. Although this does not
rule out a possible contribution of the underground silica and the
adsorbed modifier, this result suggests that the hydrogen-bonding
acceptor character of the stationary phase is mainly due to that of
the ligand.

The same approach was used to collect similar data on a series
of polar stationary phases, neat porous silica, propanediol-,
polyvinylalcohol-, polyethyleneglycol-, aminopropyl- and
cyanopropyl-bonded silica [274]. The retention behavior observed
in subcritical SFC was found to be close to the one reported in
normal-phase LC (NPLC) with hexane. Increases in the hydrogen
bond acidity or basicity and in polarity or polarizability of the
solute increase retention while increase in its molar volume
reduces it [274]. Because water is absent of the mobile phase,
the interactions between the solute molecules and the stationary
phase have more important and clearer effects on the retention
behavior. The work was also extended to a series of aromatic
stationary phases, including porous graphitic carbon, PS/DVB and
different porous silica bonded to a variety of ligands containing
one or two benzyl groups, ethylpyridine, or a pyrenyl group [275].
In all cases, charge transfer interactions contribute to retention,
completed by interactions depending on the nature of the aro-
matic group. Except for silica bonded to ethylpyridine (strongly
influenced by the solute acidity) or to pentafluorophenylpropyl
(influenced by the solute polarizability), retention depends much
on a balance between the effects of e and v, the polarizability
and the McGowan characteristic volume of the solute. Note that
porous graphitic carbon has much larger values of e and v than
other materials and a negligible value of b. Yet, aromatic phases
provide a wide range of selectivities [275].

Later, West and Lesellier developed a simple procedure for a
rapid and reasonably precise procedure of evaluation of the char-
acteristics of chromatographic systems [276]. Ten key solutes were
selected among the hundred previously used by the authors. The
separation factors of the 36 pairs of solutes were used to estab-
lish new equations and calculate the coefficients of the LSER model
[265].

log˛ = e�E + s�S + a�A+ b�B+ v�V (122)

The calculation of the coefficients of the stationary phase is made
easier if a set of compounds differing only by one or two descrip-
tor is available. The parameters s, a, v can be evaluated correctly.
So can the parameter b provided that the packing material has no
ionic sites under the experimental conditions selected. Estimate of
e is uncertain but this coefficient has a weak influence on reten-
tion. The implementation of the procedure requires the selection
of a reduced set of test solutes adapted to the new problem studied.
Examples are provided in a study of mobile phase effects and the
pose of illustrating the application of the procedure. The method
is not accurate enough to predict retention data of other solutes
but it forecasts the variations in retention behavior of different
chromatographic systems.
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.1.7. Retention factor and the fugacity coefficients
Based on the fugacity coefficient derived from the Lee–Kesler

quation of state, Schoenmakers [7] derived an equation for the
etention factor

n k = ln	∞
2 + ln kp

P

�
− �L2P

RT
(123)

here	∞
2 is the fugacity coefficient of the compound considered at

nfinite dilution in the stationary phase, �L2 its liquid molar volume,
the mobile phase density, and kp a constant. However, most sta-

ionary phases used in SFC, like in HPLC, are high molecular weight
olymers or solid adsorbents not liquids. Then, the fugacity has
o physical meaning. So, Eq. (123) merely provides a quantitative
elationship between the retention factors, the pressure and the
ensity of the mobile phase.

.1.8. Retention factor and the dielectric constants
Guillermo et al. [281] reported a thermodynamic model to pre-

ict the partition of a solute between stationary and mobile phases
n supercritical fluid chromatography with CO2. The model consid-
red the energy of interaction of a polar molecule with a dielectric
ontinuum, which is the solvent. At constant temperature, the
odel predicts a linear dependence of the logarithm of the capacity

actor on the pressure, with a slope which is a function of the dipole
oment of the solute.

.1.9. Retention factor from thermodynamic constants
By equating the differentials of the logarithm of the fugacity of

he compound considered in the two phases in equilibrium, we
btain the following relationship between the adsorption constant
r initial slope of the isotherm, K, the temperature and the pressure
y [282]:

∂ lnK
∂T

)
P

= (hIG − hm) +�Hads
RT2

+ ˛m (124)

∂ lnK
∂P

)
T

= vm

RT
− �m (125)

here the superscripts IG and m stand for the ideal gas and the
obile phase, respectively,�Hads = h̄s − hIG is the heat of adsorp-

ion of the compound on the solid adsorbent, h̄m and hs are the
artial molar enthalpy of the compound at infinite dilution in
he mobile and the stationary phases, respectively, hIG its molar
nthalpy in the ideal gas, vm its partial molar volume at infinite
ilution in the mobile phase, ˛m and �m the volume expansivity
nd isothermal compressibility of the mobile phase, respectively.
he partial molar volume of the compound in the stationary phase
s neglected in Eq. (125) because its partial molar volume in the

obile phase is large and is negative around the critical point. As˛m

nd hIG − h̄m vary rapidly near the critical conditions, a numerical
olution of Eq. (124) is required to determine the heat of adsorption
80]. These parameters were calculated using the Peng–Robinson
quation of state [81].

.1.10. Influence of the nature of the modifier
Lessellier et al. investigated the influence of the average pres-

ure, the temperature, and the nature and concentration of the
rganic modifier in subcritical carbon dioxide, on the retention
f homologous alkylbenzenes [283]. Their retention was affected

ainly by the organic modifier concentration and by the temper-

ture. Changes in the phase ratio accompanied modifications of
he organic modifier concentration and were due to its adsorp-
ion. This phenomenon was mostly important for the shorter chain
omologs. The methylene selectivity of the stationary phase was
ogr. A 1218 (2011) 1037–1114

different for short- and for long-chain homologues when acetoni-
trile was the modifier but did not depend on the chain length when
methanol was used instead [284].

Following the pioneering work of Guillemin et al. [285], pure,
hot but subcritical water has been used to successfully perform a
wide variety of separations [118,123,286].

7.2. The sorption effect

The partial molar volume of a solute in a solvent characterizes
the molecular interactions between this solute and the solvent [95].
It affects its solubility in subcritical and supercritical fluids (see
Section 3.1) and, more particularly, the dependence of its reten-
tion on the mobile phase density [96]. Wheeler showed that the
partial molar volume of solutes at infinite dilution should diverge
toward infinity at the solvent critical point, the values becoming
negative if there are attractive interactions between solute and
solvent molecules [97]. This prediction was confirmed by exper-
imental results of van Wasen and Schneider who measured the
partial molar volumes of naphthalene and fluorene in carbon diox-
ide in the critical region (see Fig. 9) [23]. At low pressures, in the
gas phase, the partial molar volume of compounds decreases with
increasing pressure until the pressure nears the critical pressure.
At about 10% below the critical pressure of CO2, the partial molar
volume begins to increase rapidly with increasing pressure, in a
spike the amplitude of which increases rapidly with decreasing
difference between the temperature at which are made the mea-
surements and the critical temperature. This spike corresponds to
an approximately six times higher partial molar volume at the crit-
ical pressure than under 60 bar at 35 ◦C, three times higher at 40◦,
and twice at 50◦. The dependence of the retention factor of naphtha-
lene on the pressure were shown earlier in Fig. 8[7], which shows
results consistent with those of van Wasen and Schneider. All this
suggests that clustering of a large number of solvent molecules
takes place around each solute molecule. The partial molar volumes
of solutes were also studied by Eckert et al. [98]. Therefore, molecu-
lar interactions should be, more than in HPLC, critical to understand
the behavior of retention in SFC (see Section 3.4).

The density of the mobile phase in SFC is lower than that of usual
fluids, so the partial molar volumes of a solute in the adsorbed and in
the mobile phase (see Section 3.4) are markedly different, far more
so than in HPLC, although less than in GC. This difference affects the
equilibrium constant (see Eq. (111)). Because a given mass of solute
occupies more volume in the mobile phase than in the adsorbed
phase, the local velocity inside the band is higher than in the pure
mobile phase, giving rise to the sorption effect [287–289]. High
concentrations tend to move faster than low ones. This renders
band profiles unsymmetrical, with the progressive build-up of a
front shock layer when the maximum concentration of the band
is increased [1,288,289]. The sorption effect was studied in detail
in gas chromatography [289] but is negligible in HPLC. In SFC, its
importance and its consequences are unknown but may explain dif-
ficulties encountered in empirical optimization of SFC. Lochmuller
and Mink [253,290] and Yonker and Smith [244,249] suspected that
but did not investigate.

7.3. The retention time

The retention time of a compound is the sum of the times that
it spends, during its migration along the column, in the mobile and
in the stationary phases. Except in size exclusion chromatography,

which does not seem to have been used often in SFC, the former
time is equal to the column hold-up time (t0, see Section 5.6). In
HPLC, the relationship between the retention time (tR) and the
retention factor (k) is simple (tR = (1 + k)t0) because the retention
factor is practically constant along the column, being the product
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Fig. 33. Experimental (symbols) and calculated (lines) retention times of phenan-
G. Guiochon, A. Tarafder / J. Ch

f the phase ratio of the column and the equilibrium constant of the
olute in the phase system [1]. In contrast, in SFC the equilibrium
onstant varies along the column, being a function of the density of
he mobile phase, which varies along the column. It is given by the
ollowing equation [201]

R =
∫ L

0

1
u(z)

(1 + k(z)dz)dz (126)

But when the pressure gradient along the column is small, this
quation can be simplified to

R = L

u(�̄)
(1 + k(�)) (127)

r

0 = 2L
ue + ui

(128)

here ue and ui are the mobile phase velocities at the column
ntrance and exit, respectively. The first equation assumes that the
ressure drop is small, which makes the density difference between
he inlet and the outlet of the column negligible. the second equa-
ion that it is small and that the arithmetic average of the inlet and
utlet velocities, ū, can be used instead of their true average, which
s given by Eq. (126)[201]. At a constant mass flow rate, Eq. (127)
eads to

R = L

u
(1 + k) (129)

q. (129) is the relationship in HPLC between the retention time
nd the equilibrium constant between the two phases of the chro-
atographic system, which is generally valid unless the column is

perated with an extremely high inlet pressure, as is done in UHPLC
211]. This is because this equilibrium constant remains unaltered
long the column in HPLC while is does vary along the SFC col-
mn. Figs. 33 illustrate the dependence of the retention time of
henanthrene on the mass flow rate of the mobile phase and the
oncentration of the organic modifier (ethanol) in supercritical car-
on dioxide (T = 65 ◦C, pressure as indicated in the graphs) [201]. In
FC, the retention factor depends on the flow rate and the column
ength, to an extend that depends on the column permeability and
n the mobile phase viscosity, since these parameters control the
xtend of variation of the mobile phase density along the column.

. Mass transfer processes in chromatographY

Mass transfer kinetics in packed beds control the efficiency of
olumns in chromatography [1]. The fundamental parameter in
his field is the molecular diffusivity or diffusion coefficient of
he compounds to be separated. This parameter controls directly
he kinetics of all the steps of the mass transfer mechanism in
hromatography but one (step 5, below), hence its great impor-
ance. These steps are: (1) axial diffusion along the column that
ends to relax the axial concentration gradient due to the pres-
nce of the component zone; (2) eddy diffusion, which results from
he dynamic balance between the unevenness of the distribution
f flow velocities along the different stream paths that perco-
ate through the anastomosed network of channels between the
articles and the radial diffusion that tends to relax the radial con-
entration gradients caused by the differences in velocities along
hese stream paths; (3) external mass transfer through the interface

etween the flowing mobile phase and the stagnant mobile phase

n the particles; (4) diffusion through particles, which results from
he combination of pore diffusion, diffusion in the mobile phase that
s hindered by the geometrical complexity of the channels and sur-
ace diffusion that depends on the adsorption energy; and finally

threne for different organic modifier concentrations in the mobile phase. (a) 2%; (b)
5%; (c) 7%. The open symbols correspond to the column operated with a density dif-
ference between its inlet and outlet of more than 3%, the closed symbols to smaller
differences, [201], Fig. 2.
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Dm = [3.69 − 2.11�r + 0.361�2
r ] × 10−4 (131)

where Dm is in cm2/s and �r is the reduced density of the fluid
[203,293].
ig. 34. Correlation for the effects of pressure and temperature on the binary diffu-
ion coefficient [292]. The symbol + refers to the low pressure data [292]Fig. 1.

5) the kinetics of adsorption–desorption that is usually fast and
arely controls the rate of the chromatographic process.

.1. Diffusion coefficients

In chromatography, the diffusion coefficient refers to the diffu-
ion of a solute in a relatively or very dilute solution. The diffusion
henomenon is driven by the gradient of chemical potential in a
eterogeneous mixture. Due to the complexity of the relationship
etween chemical potential and composition, diffusion is affected
y more than just the gradient and diffusion fluxes are complex
unctions of composition, pressure and temperature [6].

The diffusion coefficients in gases are inversely proportional to
he pressure. As pressure rises, however, the product DmP or Dm� is
o longer constant but decreases with increasing pressure or den-
ity. The diffusion coefficients are independent of the concentration
t low pressures but deviations take place with increasing pressure.

Giddings showed that the diffusion coefficients of compounds
issolved in critical fluids is related to the fluid density and viscosity
hrough

m = D

�
(130)

here D is a numerical coefficient. In other words, the product of
he diffusion coefficient and the fluid viscosity is inversely propor-
ional to the fluid density in critical fluids (while it depends only on
emperature in liquids) [291].

Takahashi [292]suggested a correlation between the value of
he product DA,BP and the reduced temperatures and pressures, as
hown in Fig. 34. Note that in the figure, DA,B is the binary diffusion
oefficient representing the movement of fluid A through fluid B.

Reid et al. plotted (see Fig. 35) a large set of logarithm of the
iffusion coefficients measured at near infinite dilution in carbon
ioxide, ethylene and sulfur hexafluoride for benzene, propyl-
enzene, 1,2,3-trimethylbenzene, naphthalene, and benzoic acid
ersus the logarithm of the reduced pressure of the solvent [6]. The
educed temperature was between 1 and 1.05. Up to a pressure
qual to nearly 0.5Pc, the diffusion coefficient decreases in pro-
ortion to the pressure (the product PDA,B is constant). Above that

ressure, the product PDA,B decreases sharply, almost vertically in
he critical region, then above a reduced pressures of 2, the dif-
usion coefficient is nearly proportional to P−1/2 [6]. In the critical
egion, the diffusion coefficient is of the order of 2–3 × 10−4 cm2/s,
hich is about two to three orders of magnitude smaller than in
Fig. 35. Diffusion coefficients in supercritical fluids [6]. Solvents: CO2, C2H4, and
SF6, aromatic solutes.

low pressure gases and nearly two orders of magnitude larger than
in solutions.

8.1.1. Diffusion in pure carbon dioxide
Using their data and other data found in the literature

[293–295], Bartle et al. [296] showed that the product of the mobile
phase density of CO2 and the molecular diffusivity of naphthalene
(�Dm) varies significantly with � in the subcritical region, going
through a minimum and approaching a limit in the supercriti-
cal region. The diffusion coefficient first decreases with increasing
solute concentration, going through the minimum value of the
product �Dm at 313 K, under conditions that happen to correspond
approximately to half the critical density. Fig. 36 illustrates this
result.

The diffusion coefficient of naphthalene in pure carbon dioxide
at 40 ◦ C fits to a second degree polynomial
Fig. 36. Plot of the product of the diffusion coefficient of naphthalene in dilute solu-
tion and the density of carbon dioxide at 313 K. � in air at NTP; © [293]; � [294]; �
[295]. [296]Fig. 1.
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There are several reasons for the minimum of the rate of dif-
usive transfer in the critical region [296]. The first one is that the
iffusive flux is not actually driven by the concentration gradient
ut by the gradient of the chemical potential of the solute [1,297].
yrrell and Harris [297] showed that the diffusion coefficient can
e expressed by the equation

m = D

RT

(
∂�2

∂ ln x2

)
p,T

(132)

here�2 is the chemical potential of the solute and x2 its mole frac-
ion. This expression tends toward zero at the critical point, except
t infinite dilution. At the critical point, however, the fluid would
plit into two different phases which should be in equilibrium,
ence in which the solute must have equal chemical potentials but

s at different concentrations, except if these two concentrations are
qual to zero, in which case the ratio of these two concentrations
which depends on the equilibrium constant at infinite dilution)

ay be different from zero. A second reason for a minimum of
iffusive transfer is that, in the critical region, the heavier solute
olecules strongly attract the lighter solvent molecules that make

he solvent, which causes the carbon dioxide density to become
igher in the region occupied by the solute band than in the rest
f the mobile phase. This increase in local density is important in
he critical region. Because the product �Dm does not vary much
ith the local density, the diffusion coefficient is lower in the

egion occupied by the solute band. Finally, diffusion flux is defined
ith respect to the mass of fluid containing the band, a mass that
igrates along the column. Because there is a flux of solvent toward

he region of higher solute concentrations (see above), the flux of
olute is not the same with respect to fixed coordinates and with
espect to the mass center of the band [296,298].

The diffusion coefficient falls sharply around the critical density,
o an extent that increases with increasing solute concentration and
ith increasing proximity to the critical temperature. The decrease

n the diffusion coefficient can be as high as 50% at a temperature 1 K
igher than the critical temperature for a naphthalene mole frac-
ion of 1 × 10−4 (close to saturation) but only 5% at a temperature
K higher [296]. This anomaly is not observed at infinite dilution.
alculations show that the partial molar volume of naphthalene
oes not depend much on its concentration up to the solubility

imit. However, it is very sensitive to the density of carbon dioxide.
ddition of naphthalene to CO2 at its critical density and 1 K above

he critical temperature to form a solution with a 1 × 10−4 mole
raction reduces considerably its partial molar volume; the van der

aals equation of state predicts a reduction to half the original
alue under constant pressure [296]. Because the solute–solvent
nd solute–solute interactions increase with increasing molecular
eight of the solute, the magnitude of the effects just described
ill increase further with increasing molecular weight of the solute

onsidered. We calculated the diffusion coefficients of naphthalene
t infinite dilution in carbon dioxide as a function of the density
f CO2 using the method described by Takahashi [292]. The diffu-
ion coefficient deviates noticeably near the critical temperature,
s happened with the thermal conductivity (see Section 5.8 and
ig. 21). The calculated data matches fairly well with the experi-
ental data from Higashi et al. [299]. Both sets of data are shown

n Fig. 37. The near independence of the diffusion coefficient from
he temperature at higher density should also be noted. The dif-
erence near the critical density is expected. Fig. 37 shows also the
iffusion coefficients of phenanthrene and hexachlorobenzene as

function of the density of carbon dioxide [300] at three different

emperatures. This coefficient is more strongly influenced by the
ensity than by other factors.

This phenomenon may be particularly important in prepar-
tive SFC. This phenomenon could explain an unexpected band
ogr. A 1218 (2011) 1037–1114 1081

broadening observed at moderate concentrations even when the
equilibrium isotherm is linear. This observation also suggests that
the influence of the solute concentration should be assessed when
diffusion coefficients are measured. However, no similar effect was
ever reported in HPLC. No confirmation of this effect was found in
other publications and no report clearly suggesting such a behavior
in preparative SFC.

8.1.2. Measurements of diffusion coefficients
Many authors used the Taylor method [301] in the same fash-

ion as it has been used previously in gas [302,303] and in liquid
chromatography [304]. The method consists in measuring the
broadening of the bands of dilute samples as a function of the lin-
ear velocity of the mobile phase. Small samples of the solute are
eluted along an empty, long (43 m), narrow (0.409 mm), straight
(nearly so, coil radius >0.10 m) tube on the surface of which the
compound is not adsorbed. The profiles of the recorded elution
band should be Gaussian, with a variance proportional to the dif-
fusion coefficient and related to the tube characteristics [301]. A
correction is applied for the radial diffusion contribution due to the
tube curvature [1,304].

Weingärtner et al. measured the diffusion coefficients of
diphenyl at infinite dilution in carbon dioxide, between 36 and
58 ◦C, and at pressures between 80 and 200 bar [305], using the
Taylor method. The corresponding carbon dioxide densities are
between 500 and 850 g/L and the measured diffusion coefficients
of diphenyl between 0.9 and 1.8 × 10−4 cm2 s−1, decreasing linearly
with increasing fluid density and slowly with increasing tempera-
ture. The density of carbon dioxide being a strong function of the
temperature, the diffusion coefficients were measured at constant
mobile phase density, as a function of temperature. Then, their vari-
ation barely exceeds experimental scatter [305]. Gonzales et al.
measured the diffusion coefficients of several solutes in carbon
dioxide, using the same method [306].

Miyabe et al. [307] proposed an alternate method that is still
simpler than the Aris method [301] and is suitable for easy mea-
surements of accurate diffusion coefficients in compressible fluids.
This method is called the peak parking method (PP) and it is a static
method.

8.1.3. The peak parking method
In peak parking measurements (PP), a pure compound is

injected into a column and the elution of its band is stopped when
this band reaches about the middle of the column; the band is left
there to diffuse during a certain parking time, tp, with no eluent
flow rate, after which it is eluted. The experiment is repeated at the
same flow velocity, with increasing parking times. The plot of the
band variance, �′

2, of the eluted peak versus the parking time, tp,
is a straight line with a slope related to the longitudinal diffusion
coefficient, Deff(� = 0), of the solute in the column [308]:

Deff (� = 0) = u2
R

2
��′

2
�tp

(133)

where uR = u0/(1 + k) is the linear velocity of the compound band
(not the chromatographic linear velocity u0) along the column dur-
ing its migration from the inlet to the middle of the column and
from the middle to the outlet of the column. uR is written as [308]:

uR = 4Fv
�t�d2

c (1 + k) (134)
where Fv is the flow rate, dc is the column tube diameter and k the
retention factor of the solute.

The peak parking method can provide both the diffusion coef-
ficients in the mobile phase or the dispersion coefficients in the
column bed, the latter also a function of the bed tortuosity, of
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ig. 37. Top left: Calculated diffusion coefficient of naphthalene at infinite dilutio
ottom left: Experimental diffusion coefficient of phenanthrene at infinite dilution i
t infinite dilution in carbon dioxide [300].

ore and surface diffusion. To measure diffusion coefficients in
he mobile phase, a column packed with fine, non-porous parti-
les is used. The slope of the plot of the band variance versus the
arking time is proportional to the apparent dispersion coefficient
see Eq. (133)), which is itself equal to the product of the diffu-
ion coefficient and the obstructive factor of the bed. To determine
he latter a similar measurement is carried out using a long open
ube in which the obstructive factor is unity. The comparison of the
lopes obtained for a given compound with the tube and the column
rovides the obstructive factor of the column. This factor is a charac-
eristic of the column, which is thus calibrated [307]. The advantage
f using a column rather than an open tube is the markedly higher
recision of the results and the shorter time needed [307]. The
ethod provides excellent results in HPLC [307,309].
The same measurement made with a conventional column pro-

ides important information on the dispersion coefficients in the
ed. The overall longitudinal diffusion of the sample along the
olumn in the absence of any flow rate is a complex combina-
ion of solute diffusions in the particle (Deff,part(� = 0)) and in the
nter-particle bulk diffusion coefficient (Dm). Knowing it, we can
ack-calculate the apparent effective particle diffusivity, provided
hat a model for solute diffusion in the heterogeneous packed bed
s available. Two different models could be used, assuming either
a) the particle and the inter-particle diffusion mechanisms act in
arallel [310] or (b) the validity of the effective medium theory of
olecular diffusion in heterogeneous media of Davis [311]. These
ethods provide two estimates of the equivalent effective particle

iffusivity and of the reduced Cp term in the van Deemter equation.

Although the PP method works very well in HPLC and can pro-

ide accurate values of either the dispersion coefficients of packed
eds or of the diffusion coefficients in the mobile phase (provided
hat a carefully calibrated column packed with solid particles is
vailable [307,309]), its application to perform accurate measure-
arbon dioxide [292]. Top right: Experimental values of the same parameter [299].
on dioxide. Bottom right: Experimental diffusion coefficient of hexachlorobenzene

ments under SFC conditions is not straightforward. Because the
density of the mobile phase varies significantly along the column,
the flow rate will not stop immediately when a hard shut-off valve
placed at column outlet is actuated. The mobile phase density
would adjust progressively to the average density, causing a cer-
tain migration of the band at a variable, exponentially decreasing
rate, before it stops, hence a further extent of band broadening. To
limit the consequences of this effect, two valves switching off the
flow rate should be placed upstream and downstream the column
and actuated simultaneously. If the flow rate is low and the peak is
parked close to the exit of the column to minimize its migration, the
perturbation could be made small enough and its effect negligible
provided that the experimental conditions (inlet and outlet pres-
sures, flow rate, temperature) are reproducible during the series of
experiments needed, so the extra band broadening due to density
relaxation along the column be the same during each parking step.
Because diffusion coefficients are large in SFC, such a series will be
shorter than in HPLC, which may affect accuracy or require the use
of long columns.

8.1.4. Equations and correlations providing diffusion coefficients
Using the equation of Vesovic et al. [159] to calculate the vis-

cosity of carbon dioxide, Weingärtner et al. [305] studied the
relationship between the diffusion coefficient, the temperature and
the density of the eluent. They determined the coefficient CSE of the
Stokes–Einstein equation

D∞
A,B = kBT (135)
CSE��r

where kB is the Boltzman constant and r the hydrodynamic radius
of the solute molecule (� is the mathematical constant). For slip
boundary conditions between the diffusing sphere and the contin-
uum, CSE = 4. For stick boundary conditions, it is 6. Provided that
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he data used are sufficiently remote from the critical point where
he viscosity is anomalous, the data for diphenyl give a coefficient
etween 4.7 and 6.2, which is consistent with the hydrodynamic
heory [305]. The values of CSE decrease slowly with increasing

obile phase density and temperature. This result is consistent
ith that of Lamb et al. [312] who measured the diffusion coef-
cient of naphthalene in carbon dioxide in the same temperature
ange by NMR. The comments of Vesovic on the inconsistencies
etween the various sources of experimental data on CO2 viscos-

ty should be kept in mind when pondering the comments by
eingärtner et al. on the deviations of the coefficient CSE from a

onstant value [305].
Suárez et al. have compiled extensive tables of experimental

easurements of the diffusion coefficients of numerous com-
ounds in various supercritical fluids used as solvents, particularly

n supercritical carbon dioxide. They summarized methods for
raphical correlations of these data [313].

The diffusion coefficient of solutes in solvents are usually calcu-
ated using the Wilke and Chang correlation [314] or some other
seful correlation [1,172,315]. The Wilke and Chang correlation
ives a satisfactory approximation for molecules having a moderate
olecular weight:

A,B = 7.4 × 10−8

√
 BMBT

BV
0.6
A

(136)

here VA is the molar volume (cm3 mol−1) of the liquid solute at
ts normal boiling point, MB the molecular weight of the solvent
g), B its viscosity (cP), and  B is a constant which accounts for
olute–solvent interactions. Recommended values of  B are 1 for
ll nonassociated solvents, 1.5 for ethanol, 1.9 for methanol, and 2.6
or water [314]. In Eq. (136), DA,B is in cm2/s. VA can be calculated
rom group contributions [6,316]. The errors made when using Eq.
136) vary greatly from compound to compound, and this equation
s not always accurate [1]. Diffusion coefficients can be predicted to

ithin 10% when water is the solvent and 25% for organic solvents,
ut errors as high as 200% are possible when water is the solute
316]. A more accurate correlation method has been proposed, but
t requires the use of the parachor, a parameter known for only a few
undred chemicals and which can be calculated from group con-
ributions available for only a limited number of chemical groups
6].

Other valuable classical correlations include those of Scheibel
317], King et al. [318], Reddy–Doraiswamy [319], Lusis–Ratcliff
320], Hayduk–Laudie [321], and the Young correlation for proteins
322].

Zhu et al. predicted diffusion coefficients in various fluids, using
molecular dynamics method [323]. They used a Lennard–Jones
odel based on the molecular dynamics simulation data found in

he literature and derived an equation allowing the prediction of
inary diffusion coefficients at infinite dilution. This equation has
o adjustable parameter and uses only the critical constants. The
alculated diffusion coefficients were compared to the experimen-
al coefficients available for 55 solutes in 6 solvents, where the
rediction accuracy was reported to be about 17%.

Kraska et al. derived correlations between the diffusion coeffi-
ients of solutes at infinite dilution and the viscosity of the solvent
324]. These correlations are based on the use of the friction theory
325,326], of an equation of state, and of the Stokes–Einstein equa-
ion that relates diffusion coefficients, viscosity and temperature
D∞

1,2 = ˛Tˇ
solvent

, with ˛ and ˇ numerical coefficients depending

n the solute). Results with the Peng–Robinson equation, which is
imple and of wide application, and the Span–Wagner equation,
hich is very accurate, are provided. The two equations provide

esults that are in excellent agreement, in spite of the great differ-
nces between these equations.
ogr. A 1218 (2011) 1037–1114 1083

8.1.5. Diffusion in mixed mobile phases
The diffusion coefficient of a solute i in a mobile phase com-

posed of supercritical carbon dioxide and an organic modifier can
be calculated using the following equation (see Eq. 11.7.4 in Ref.
[6])

1
Dm,i

= xCO2

Dm,i,CO2

+ xmod
Dm,i,mod

(137)

where Dm,i is the diffusion coefficient of the solute considered in the
mixed mobile phase,Dm,i,CO2

its diffusion coefficient in pure carbon
dioxide, and Dm,i,mod its diffusion coefficient in the pure modifier.

8.2. Column efficiency and band broadening in SFC

As in all chromatographic methods, it is important to distinguish
between the different phenomena that cause band broadening and
between these sources of band spreading in the column and the
instrument contributions to band broadening [201]. Admittedly,
in analytical applications, this distinction is formal and may even
seem needlessly esoteric to analysts. Their main concern is to sepa-
rate the components of mixtures. Yet, even for them, it is important
to find out what are the actual causes of band broadening if they
want to perform any meaningful remediation.

Using a system allowing the measurements of the elution pro-
files of bands in successive points along the column by Raman
spectrometry and the local density of carbon dioxide, Baker et al.
[178] have measured the variations along a column of the local
efficiency. They showed that the HETP profile exhibits important
variations, with regions near the inlet and outlet of the column
where H is markedly larger than it its middle. The primary cause
of band broadening would be the acceleration of the mobile phase
near the column exit. However, significant band broadening also
takes place near the column inlet.

8.2.1. Column efficiency and instrument contribution to band
broadening

The classical solution consists in determining the contributions
of the extra column volumes of the instrument (see Section 5.6)
by measuring the first and second moments of the elution band of
a sample plug of a compound that is not retained but that gives a
signal when flowing through the detector. The peak area, the first
absolute moment and the second central moment of the recorded
band are obtained by calculating the following functions of the
signal response

A =
∫ ∞

0

C(t, L)dt (138)

�̄1 =
∫ ∞

0
C(t, L)t dt∫ ∞

0
C(t, L)dt

(139)

�̄2 =
∫ ∞

0
C(t, L)(t − �̄1)2 dt∫ ∞

0
C(t, L)dt

(140)

The same measurements are repeated after replacing the column
with a zero-volume connector, a short piece of narrow tubing with
a flow resistance comparable to that of the column. These new
measurements provide estimates of the extra-column hold-up vol-
ume and the band broadening contribution of the instrument. The
differences between the corresponding first and second moments

provided by these equations are the true hold-up volume and band
broadening contribution of the column alone. The first equation
(138) should give an area proportional to the amount of sample
injected. Significant deviations warn against errors made in the
results of the other two due to a nonlinear behavior of the detector.
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Since the instrument and the column hold-up volumes on the
ne hand, the variance contributions due to these two volumes on
he other are additive [327], the true column HETP can be derived
s.

= �2,meas −�2,0V

(�1.meas −�1,0V )2
L (141)

here �2,meas and �2,0V are the contributions to band broad-
ning measured when the column is attached to the instrument
nd replaced by the zero-hold-up volume connector, respectively.
hile �1,meas and �1,0V are the corresponding hold-up volumes,

espectively. Eqs. (138) and (141) are valid irrespective of the shape
f the band profile. Its numerical result, however, is different from
he more common but much less informative calculation procedure
f using the retention time of the peak apex and the width of the
rofile at half-height or at any other fractional height, which pre-
umes that the profile is Gaussian [328]. The former values of the
old-up time and the band variance due to the instrument derived

rom Eq. (138) are more accurate but often less precise than the
atter. The HETP defined by Eq. (141) includes the contributions
f all sources of band broadening, as long as the column operates
nder linear conditions [329] because these contributions to both
oments are additive. By measuring successively the moments of

he peaks of samples eluted with a column fitted to an instrument
nd without the column but a zero-hold-up volume connector and
ubtracting the second value from the first, one can determine the
ontribution of the column alone. Obviously if the second value
s not markedly smaller than the first, the analytical results are
nferior to those that the column could potentially deliver and
omething should be done with the instrument [330].

.2.2. Influence of the mobile phase velocity on the column
fficiency – empirical approach

The column efficiency depends much on the mobile phase veloc-
ty and its temperature in all fields of chromatography. To increase
he mobile phase velocity, one needs to increase the pressure gra-
ient along the column (in the process, thermal effects arise and
heir magnitude increases, heat is generated by viscous friction and
bsorbed by mobile phase expansion, with partial compensation,
ee Section 5.7). Since the compressibility of the mobile phases used
n SFC is much higher than those used in HPLC, the mobile phase
ensity, hence its velocity, may significantly vary along the column,

n spite of the often relatively small pressure gradient. The mass
ow rate of the mobile phase, however, remains constant all along
he column at steady-state. So, it might be better and more infor-

ative to plot the column HETP versus the mass flow rate of the
luent rather than versus its velocity. Actually, the two plots should
e equivalent. This practice reminisces of the one used in GC where
he HETP is plotted against the average column mobile phase veloc-
ty, ū. As an example, Rajendran et al. have measured the HETP of
henanthrene eluted on the same column with supercritical car-
on dioxide and ethanol in increasing concentrations and plotted
hese HETP versus the mass flow rate [201]. They determined the
ETP using the classical Gaussian approximation of the band pro-
le, the peaks being nearly symmetrical with an asymmetry factor

ess than 1.1, except at high flow rates. Fig. 38 illustrates the results
f these measurements, after correction for the instrument contri-
ution (see above). Most of the curves in Fig. 38 look very much like
hose obtained in HPLC. However, there is a significant, systematic
ifference between the results with a back pressure of 130 bar and
he average of those obtained at 150, 180, and 210 bar, particularly

t low organic modifier concentration (see Fig. 38a). This trend is
imilar to the one observed earlier with pure carbon dioxide as
he mobile phase [174] and could be explained by the high com-
ressibility of the supercritical mobile phase at moderate pressures
see Fig. 39). The expansion of the mobile phase along the column

Fig. 38. Experimental values of the column HETP at different organic modifier con-
centrations. (a) 2%; (b) 5%; (c) 7%. Inlet pressure: � 150 bar; � 180 bar; � 210 bar.
The solid lines correspond to the average HETP at back pressures of 150, 180, and
210 bar. This average curve is compared to the data at 130 bar in the insets [201],
Fig. 4.
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ig. 39. HETP curves in pure carbon dioxide at 65 ◦C, at different back pressures. The
olid line is the average HETP at back pressures of 150, 180, and 210 bar. The inset
ompares these average values and the HETP at a back pressure of 130 bar [200].

auses its cooling, resulting in axial and radial temperature gra-
ients that affect negatively the column efficiency [169,213]. This
xplanation is consistent with the behavior of the curve at a back
ressure of 130 bar with 7% ethanol, since the compressibility of the
obile phase decreases with increasing organic modifier concen-

ration and is much reduced with 7% ethanol. As the back pressure
ncreases beyond 130 bar, its influence on the column efficiency
ecreases rapidly [201].

The average HETP of a column operated under a given set of
xperimental conditions can be calculated by numerical integration
f the following equation [201]

= L
〈
�2

t2R

〉
= L

t2R

∫ L

0

H(z)

v(z)2
dz (142)

he van Deemter or another empirical equation can be used for
urther calculations [1]. Rajendran et al. made this calculation for
henanthrene eluted with solutions of carbon dioxide and ethanol
n a column packed with C18-silica particles [201]. The results
btained are in reasonably good agreement with the measured
alues, although the experimental data suggest a mass transfer
esistance term (C term of the van Deemter equation) that is
arger than the one calculated. Also, there is a significant devia-
ion between calculated and measured values of the HETP at low

obile phase velocities. Part of this difference may be explained
y errors made in the calculation of the diffusion coefficient (for
hich Eq. (137) was used).

Bartle et al. have shown that the HETP of a column operated
nder experimental conditions that are close to the critical region

ncreases when the density approaches the critical density [296].
he HETP also increases markedly with increasing solute concen-
ration. This effect decreases with increasing carbon dioxide density
eyond the critical density. Fig. 40 shows how the HETP varies with
he mobile phase density and with increasing sample size at a tem-
erature ca. 4 ◦ C above the critical temperature and at constant

obile phase velocity (this velocity was about 10 times the opti-
um velocity for maximum efficiency at infinite dilution). When

olumns are operated in the critical region, their HETP is particu-
arly high. At temperatures and pressures beyond the critical region,
n the other hand these effects become negligible under analytical
Fig. 40. Plots of the plate height, h, versus the mobile phase density, �, at constant
mobile phase velocity. Constant naphthalene mole fraction, x2: �, x2 = 1 × 10−4; �,
x2 = 2 × 10−4; �, x2 = 3 × 10−4; ♦, x2 = 4 × 10−4. Temperature 35.0 ◦ C [296].

conditions. Under preparative conditions, however, even with sim-
ilar experimental conditions, the effect is more prominent since the
diffusion coefficients in SFC fluids decrease rapidly with increasing
solute concentrations.

Great progress was recently made in the understanding of the
different contributions that combine to cause band broadening in
HPLC columns and in the experimental determination of the param-
eters that control them [150–153,331–334]. These concepts and
methods needs to be extended to SFC as well (see Section 8.3).

8.2.3. Influence of the mobile phase velocity on the column
efficiency – plate height theory for compressible fluids

Poe and Martire developed a general theory that relates the
apparent efficiency of a column, which is provided by a simple
analysis of the recorded elution peaks, the local values of the incre-
mental efficiency, and the velocity profile along the column, which
is related to the pressure gradient [203]. These authors observed
that, since the product of the density and the diffusion coefficients
in supercritical fluids is approximately constant, so is the reduced
velocity (� = udp/Dm). It is true even when the compressibility of
the fluid is significant and the pressure, density, and velocity of the
mobile phase vary markedly [6,293,335,336].

There are several different definitions of the column HETP (a
parameter that is characteristic both of the column and of the probe
solute used). The following ones have proven physical chemistry
value, in contrast with the IUPAC definition, which is empirical and
would be useless here:

1. The apparent plate height (not local) at any point in the column,
measured from the profile of the peak during its passage through
the column

Ĥ = z �
2

t2R
(143)

where z is the distance travelled, � is the standard deviation of
the peak eluted at distance z in time unit, and tR the elution time
at distance z.

2. If the column is divided into an infinite number of infinitesimally
small segments of length li, with ti the time spent by the solute

in segment i, and �2

i
the incremental increase of the variance

during that time, the local plate height at distance z is

H̄ = li
�2
i

ti
(144)
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ig. 41. Predicted effect of the reduced velocity on the efficiency at various mobile
hase densities for the elution of naphthalene on a reversed-phase (Perisorb
P-8) silica at 40 ◦ C at different average mobile phase density, 〈�R〉t . Column
50 mm × 4.6 mm, packed with 5 �m particles. [203].

. Giddings showed that Ĥ is related to the function of local plate
heights through [328]

Ĥ = L
∫ L

0
(H̄i/u2

s )dz

[
∫ L

0
(dz/us)]

2
(145)

with dz = li and us the solute zone velocity, us = u0/(1 + k). The
evaluation of Ĥ is different in GC, where k is practically inde-
pendent of the local pressure, and hence is constant, in SFC,
where k and u0 depend significantly on the local pressure, and
in HPLC, where the dependence of k on the pressure is linear if
not negligible [257].

The column is assumed to be axially and radially homogeneous.
et, due to the flow of mobile phase and to its compressibility, there
re pressure, hence density gradients along the column. The mobile
hase flow velocity, the zone migration velocity, its retention factor,
nd the local efficiency depend on the mobile phase density. So we
eed to write Eq. (145) in terms of density. Poe and Martire [203]
howed that the apparent reduced plate height should be written
s

ˆ = Ĥ

dp
= 〈h(1 + k)2�〉t

(1 + k)>2
t 〈�〉z

(146)

here the brackets 〈〉z and 〈〉t represent the spatial or time average
f the enclosed terms, respectively. Although this general equation
as applied to GC, SFC, and HPLC, its most important area of appli-

ation is SFC. In most cases, the carrier gas used in GC behaves as
n ideal gas and the result obtained is the same as the one initially
erived by Giddings [328]. For HPLC, on the other hand, in most
ractical situations, the compressibility and the retention factors
re small, if not negligible, and the apparent plate height is given
y the local plate height equation [203]. Even though HPLC is con-
ucted under increasingly larger pressure drops and it has been
hown that the retention factors may vary significantly along the
olumn under such conditions, the consequences are still small and
ay need minimum corrections.
Based on results from the Schneider group [13] providing the

ependence of the retention factors of naphthalene and phenan-

hrene on the density of carbon dioxide (see Fig. 28) and their
iffusion coefficients (see Eq. (131), [293]), Poe and Martire [203]
alculated the apparent HETP of a Perisorb RP-8 column as a func-
ion of the mobile phase velocity, at different average mobile phase
ensities for naphthalene (see Fig. 41). The data calculated by them
ogr. A 1218 (2011) 1037–1114

show that the effects of the pressure drop are more severe at
low average mobile phase density (see Fig. 41). The effects of a
variable density on the apparent column efficiency, on the other
hand, would increase with decreasing average particle size. Unfor-
tunately, the paper provided no data to validate these conclusions.

8.3. Detailed procedure of determination of the various
contributions to band broadening in SFC

Band broadening in chromatography is caused by the combi-
nation of the different contributions due to axial diffusion, eddy
dispersion and the mass transfer resistances. Each of these three
sources of band broadening contributions is complex; it has been
the topic of recent detailed investigations that have resulted in
much clarification [1,333,334].

8.3.1. Axial diffusion
Axial dispersion occurs in the stream of mobile phase that perco-

lates through the external porosity of the column bed. It is generally
considered as expressed by the classical term B = 2�eDm, where �e

is the obstruction factor of the packed bed and Dm the molecular
diffusivity of the compound considered. Axial dispersion is driven
by the concentration gradient of the solute along the axial profile
of its zone. However, axial dispersion can also take place inside the
particles (through pore and surface diffusion) since a similar gradi-
ent of concentration propagates in both phases along the column
axis. The possible influence of diffusion phenomena taking place
inside the particles in the axial direction of the column has not been
much studied yet, probably because chromatographers have been,
until recently, more interested in operating the columns at higher
flow rates, i.e. under conditions where axial dispersion contribu-
tion to band broadening is insignificant. This issue needs revisiting
since modern columns, packed with fine or very fine particles are
increasingly used in a velocity range that is moderately higher than
the optimum velocity, for achieving maximum efficiency.

The composition of the mobile phase at the interface between
the mobile phase that is stagnant in the particle mesopores and
the mobile phase that is percolating the external volume, depends
on the fluxes of two mass transfer processes, convection around
the particle due to the mobile phase stream and particle diffu-
sion due to pore and surface diffusion through the particle. At very
high mobile phase velocity, the influence of the former exceeds
that of the latter. So the concentration gradient between the par-
ticle surface and its center is the same in all directions and the
axial diffusion term is given by the classical B term above. At very
low mobile phase velocity, in contrast, the concentration gradients
between the particle surface and its center depend on the relative
orientation of the particle diameter and the stream velocity. This
is because the convection flux to the solute in the external mobile
phase, at the particle surface, is slower than the diffusion flux across
the particle; accordingly, axial diffusion along the particles in the
direction of the column axis does contribute significantly to over-
all axial dispersion. This results in a complex expression [333]. The
axial displacements of the band center caused by diffusion and by
convection in time�t are respectively

�2 = 2Dm�t (147)

�x = u�t (148)

The ratio of these displacements is equal to
√

2Dm/udp. Since

the reduced velocity is given by � = udp/Dm, convection dominates
when � > 2 and diffusion when � < 2. So, the transition region, in
which the contribution of internal diffusion to the HETP is signifi-
cant, includes most of the region around the minimum of the HETP
curve.
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.3.2. Eddy dispersion
Eddy diffusion takes place only in the mobile phase. It is the

irect consequence of the uneven distribution of the mobile phase
elocity in the immense number of anastomosed channels2 in the
acked bed, with the velocity being maximum in between the par-
icles and zero at their surface, due to viscous drag. Velocity biases
re found everywhere in the bed, and at all scales. The anasto-
osis of the stream lines and molecular diffusion in the radial

irection combine to allow the rapid and frequent exchange from
apid to slow pathways and back. Giddings listed up to five groups
f contributions to these velocity biases, the trans-channel, short-
ange inter-channel, long-range inter-channel, trans-particle, and
rans-column velocity biases [89,328]. His coupling theory of eddy
iffusion is the most rigorous approach available to handle eddy
iffusion. However, this division of the column on the basis of
he average size of a few selected sub-domains is empirical. It is
nclear which of these biases should be omitted depending on
he experimental conditions or in which case the contribution of
ddy diffusion can be reduced to one single term. Van Deemter
roposed a constant term, A = 2�dp. Knox showed that the five con-
ributions proposed by Giddings can be pooled empirically into one,
eading to the empirical Knox equation [337] that uses a function
f u but provides no clear physical understanding of the function
arameters.

The trans-column velocity bias effects may be important. They
epend on the packing quality of the column and are hardly affected
y diffusion, which cannot operate effectively over long distances.
he trans-particle effect, although listed by Giddings as a source of
elocity bias, is actually the strict equivalence of the pore diffusion
echanism, discussed later as one of the mass transfer resistances.

he flow mechanism does not affect pore diffusion because the
ntraparticle liquid velocity is zero (stagnant mobile phase) and
ransfer by diffusion only allows the sample molecules to penetrate
nto or to leave the particles. This effect should not be taken into
ccount as an eddy diffusion term, otherwise, it would be counted
wice in the overall HETP equation. As a result, the overall eddy
iffusion reduces to the sum of only three terms (with i = 1, 2, and
) that describe the erratic transfer of the solute by flow and dif-
usion from different inter-particle fluid channels (trans-channel,
hort-range inter-channel, and long-range inter-channel):

eddy =
i=3∑
i=1

1

(1/2�idp) + (Dm/ωiud2
p)

(149)

here �i and ωi are parameters that depend on the length of
ersistence over which the velocity of a channel is affected by
nastomosis and its composition by radial diffusion [333].

.3.3. Mass transfer resistances
The resistances to mass transfer across the column involve sev-

ral contributions: (1) the resistance across the stationary film of
obile phase surrounding the particles (external mass transfer);

2) the resistance through the porous solid particles, which com-
ines pore and surface diffusion; and (3) the resistance due to the
nite rate of adsorption–desorption. Obviously, the classical C term
f the van Deemter [338] and of Knox [337] equations is empirical
nd the different contributions listed should be assessed separately

n a more rigorous theoretical approach. The third contribution is
enerally neglected because, on the surface of the adsorbents used
n chromatography, the rate of physical adsorption and desorption
s sufficiently fast.

2 A system of collateral channels providing multiple pathways from a point of the
ed to any other one.
ogr. A 1218 (2011) 1037–1114 1087

Considerable work has been done investigating the mass trans-
fer resistances. All important fundamental work uses the general
rate model of chromatography [1]. This model assumes the exis-
tence of two different liquid phases, one percolating between the
particles of the bed, the other stagnant inside the particles. It
assumes a spherical symmetry for each silica particle and includes
all relevant contributions of kinetic origin to band broadening in
the case considered. There is no general algebraic solution to this
model in the time domain but one can be easily derived in the
Laplace domain. While this solution cannot be inverted, the var-
ious moments of the solution can be derived conveniently. Thus,
the measurements of band broadening and the interpretation of
the experimental results are based on the moment method [1].

After the pioneering work of Lapidus and Amundson [339]
whose results were later simplified by Van Deemter et al. [338]
for the rather general case of high efficiency columns, leading
to the classical Van Deemter equation, Kubin [340] and Kučera
[341] derived the relationships giving the expression of the first
few moments of the elution bands under linear conditions. Later,
numerous other HETP equations were derived by Giddings et al.
[90], Huber [342], Horváth and Lin [343,344], Miyabe and Guio-
chon [345–347], and Gritti and Guiochon [333]. All these authors
used the same approach and derived similar equations that differ by
the details of the treatment of the mass transfer resistances. These
equations have been reviewed and compared elsewhere [1,348].

The sum of these two contributions is

HMT = 1
3.27

�5/3
e

1 − �e

(
ı0

1 + ı0

)2 d5./3
p

D2/3
m

u2/3 + 1
30

�e
1 − �e

(
ı0

1 + ı0

)2 d2
p

De
u (150)

with

ı0 = �e
1 − �e [�p + (1 − �p)K] (151)

where �e and �p are the external porosity of the column and the
internal porosity of the particles, respectively, and K is the Henry
constant of adsorption of the solute.

Other physical methods, particularly Pulse Field Gradient NMR
provide detailed information on the origin, nature and rate coeffi-
cients of the various contributions to mass transfer in packed beds
of porous particles [150,331,332,349,350].

8.3.4. HETP equation in HPLC
Applications of the HETP equation in liquid chromatography

as well as practical methods for the experimental determination
of its parameters have been discussed in detail [333,334]. Among
the methods of importance are the peak parking method and the
pore blocking method. The former permits the accurate measure-
ments of diffusion and dispersion coefficients of solutes and of the
obstruction factors of packed beds [307]. The latter involves filling
the pores of the particles of an RPLC column with nonane and elut-
ing it with water [351,352]. The combination of the peak parking
method, the total pore blocking method, and moment analysis per-
mits the unambiguous measurement of the successive steps of the
mass transfer of solutes (axial diffusion, eddy dispersion, film mass
transfer resistance, and trans-particle mass transfer resistance), in
a wide range of reduced linear velocities.

8.3.5. Current status of HETP studies in SFC
As in HPLC, we assume that the kinetics of
adsorption–desorption on the surface of the adsorbent used
as the stationary phase is sufficiently fast to make negligible the
corresponding contribution to the mass transfer resistances. We
also assume that the HETP of the column is given by a van Deemter
equation. Bartmann and Schneider [16] showed that, in SFC, this
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ig. 42. Plot of a column HETP versus the pressure at constant outlet mobile phase
ow velocity [16].

quation could be written as follows

= � ūdp�


+ 1.3Dm
ū

+ 1.5k

(1 + k)2

ūdp
Dm

F (152)

=
(
Bdp
Sc

+ 1.5k(1 + k)2F

)
Pe (153)

here � is a numerical coefficient estimated at ca. 0.1, ū = L/t0 is the
verage linear velocity of the mobile phase (with L column length
nd t0 hold-up time) and Dm is the diffusion coefficient of the solute
n the mobile phase. In passing from the first to the second equation,
he second term in the RHS of the first one (the axial diffusion term)
as neglected. The dimensionless numbers, Sc = Pe/Re or Schmidt
umber of mass transfer at pressure P, Re or Reynolds number (see
q. (25)), and Pe = (udp)/Dm or Peclet number are all reported to the
article size, as usual. Assuming that the viscosity and the product
m� vary little with the pressure and using values of k previously
easured, Bartmann and Schneider calculated the dependency of

he HETP on the pressure at constant mobile phase velocity. At low
ressures, the first term in Eq. (153) prevails. Under higher pres-
ures, the retention factor decreases and the second term becomes
ore important. These results are illustrated in Fig. 42. Note the

onsequences of using large particles: the column pressure drop
s small and the HETP large. Modern columns will certainly give
ifferent, markedly better results.

.4. Mass transfer kinetics

The rates of all the mass transfer processes depend on the dif-
usion coefficients of the compounds involved in the fluid within
hich they move. For this reason, it is important to know this
arameter. A strategy for the determination of the main parameters
f the different steps in the mass transfer of solutes in chromato-
raphic columns was recently developed by Gritti et al. [334]. This
trategy involves the determination of experimental data using
hree series of measurements, the HETP of the column in a wide
ange of mobile phase flow velocity, the peak parking method, and
he pore blocking method. These methods are very effective and

seful in HPLC and should be easy to apply in SFC but not been, yet.

.4.1. Determination of the HETP curves
The HETP curves are obtained by measuring the column effi-

iency in a wide range of mobile phase flow rates. Because peaks
ogr. A 1218 (2011) 1037–1114

always tail to some extent, accurate efficiency data should be
derived from measurements of the first and second moments of
the recorded peaks [1,346], not from the more conventional peak
width at half-height [353]. These data are then fitted to a modified
van Deemter HETP model, in which the A term accounts only for
the trans-channel [354] and the short-range inter-channel velocity
biases [328]. In first approximation, the contributions of the long-
range inter-channel and the trans-column velocity biases can be
assumed to be negligible for retained compounds. The following
modified van Deemter equation is used [333]:

H = 2[�e + ((1 − �e)/�e)�]
�

+ 0.01�
1 + 0.03�

+ 1
(1/2�2) + (1/ω2�)

+ C� (154)

The first, second, third, and the last terms in the right-handside of
Eq. (154) are the longitudinal diffusion term (B), the trans-channel
eddy diffusion term (Atrans-channel), the short-range inter-channel
eddy diffusion term (ASRinter-channel), and the overall solid-liquid
mass transfer resistance term (C), respectively. The coefficient �
is typically around unity for weakly retained molecules [333]. The
Atrans-channel term is assumed to be close to that caused by the eddies
measured through an ideal ordered pillar array [354]. According to
Giddings’ estimates, the short-range interchannel coefficients, ω2
and �2, are similar, so we assumeω2 =�2 in Eq. (154). This term can
be extracted from the fit of the HETP data of low molecular weight
compounds to Eq. (154). Note that �2 is typically around 0.5 in
packed beds of conventional porous particles [333]. The reduced
C term is usually in the range 0.02–0.05, provided that frictional
heating is negligible [212,352].

The total reduced eddy diffusion term, A, depends on the
retention factor of the solutes. The relative importance of the trans-
column velocity biases decreases with increasing retention factor
because the trans-column concentration gradients, due to the radial
heterogeneity of the mobile phase velocity, are relaxed more effi-
ciently with increasing retention time in the column. The ratio,�,
of the diffusivity of small molecules in the particles to the molec-
ular diffusivity in the bulk phase depends on the particle porosity.
The overall C term of small molecules is essentially controlled by
the external film mass transfer resistance between the moving elu-
ent in the inter-particle void and the stagnant eluent inside the
mesopores (see next section).

As pointed out by Poe and Schroden, there are several ways of
measuring HETP curves [183]. The most classical approach, which
is used in all the chromatographic methods, GC, HPLC, and SFC,
involves raising progressively the inlet pressure while keeping the
outlet pressure constant. This has the consequence that the inlet
pressure has to be progressively raised, increasing the average den-
sity of the mobile phase. This increase is negligible in HPLC and the
pressure increase has no effect on retention. This has no more con-
sequences in GC as well, provided that the outlet of the column
is at atmospheric pressure; special problems may arise in GC–MS.
However, in SFC, retention factors are considerably affected by the
mobile phase density and decrease rapidly with its increase. This
markedly affects the column efficiency and the experimental data
depend much on the variations of the retention factors than on the
mobile phase velocity. Keeping the average density of the mobile
phase constant while increasing its velocity (i.e., raising the inlet
pressure and, in the same time, decreasing the outlet pressure) pro-
vides efficiency data that depend only on the mobile phase velocity,
making them easier to account for. This approach provides what is
called isopycnic (i.e., constant density) plate height data [183].

Fig. 17 compares the efficiencies measured and predicted for a

column operated under conditions nearly critical or supercritical.
When the column is operated under supercritical conditions, with
an average reduced density of 1.5, there is an excellent agreement
between the measured and the predicted efficiencies, as usually
observed in HPLC, although the column was thermostatted. When
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he column is operated under critical conditions, with an average
educed density close to 1.0, the efficiency plot exhibits the same
arabolic shape, which is observed for HPLC columns packed with
ne particles and operated at high velocities [196–198]. This effect

s due to the consequences of the heat adsorbed by the expan-
ion of the mobile phase and to the radial thermal gradient due to
his cooling. It disappears when the column is thermally insulated,
onfirming that the efficiency loss is due to radial temperature gra-
ients caused by the cooling of the mobile phase associated with

ts expansion [205].

.4.2. Determination of the dispersion coefficients
The overall longitudinal diffusion of the sample along the col-

mn in the absence of any flow rate is a complex combination of
olute diffusions in the particle (Deff,part(� = 0)) and in the inter-
article bulk (Dm). The peak parking method (see Section 8.1.3)
rovides both coefficients. Knowing them, we can back-calculate
he apparent effective particle diffusivity, provided that a model for
olute diffusion in the heterogeneous packed bed is available. Two
ifferent models could be used, assuming either (a) the particle and
he inter-particle diffusion mechanisms act in parallel [310] or (b)
he validity of the effective medium theory of molecular diffusion
n heterogeneous media of Davis [311]. These methods provide two
stimates of the equivalent effective particle diffusivity and of the
educed Cp term in the van Deemter equation.

.4.3. Pore blocking method
These experiments involve filling the mesopores of a column

ed with liquid n-nonane and eluting the peak of a hydrophilic
olute with water [351,352,355]. The solute is excluded from the
esoporous volume of the particles and spends the minimum

ossible time inside the column, the same time as a completely
xcluded polymer.

Experimental results have shown that the eddy diffusion coef-
cient does depend on the retention factor of analytes [355]. For
xample, the A term of a column packed with 5 �m Luna(2)-C18 par-
icles for a strongly retained compounds (k � 16) was 2.5 while that
f an excluded compound (k � − 0.4) measured after the pores had
een blocked was 7.5, three times larger [355]. A similar relative
ifference was observed for a 5 �m Gemini-C18 column [352].

When the mesopores of the particles are blocked, the appar-
nt effective particle diffusivity is zero and the radial dispersion
oefficient is minimum. The incremental rate at which the peak
ariance increases during its migration is maximum. The reduced
adial plate height, hr, across the column diameter is the sum of
wo contributions, a molecular diffusion term and an eddy diffusion
erm [356] with:

r = 2�e
�

+ �r (155)

here �e = 0.60 and � r = 0.32 [356]. The average column radial dis-
ersion coefficient is by definition:

r = Dm hr�2 (156)

o,

r = �eDm + 1
2
�r�Dm (157)

nder such conditions, the axial solute dispersion through the
ylindrical packed column is maximum because the radial con-

entration gradients that are caused by a heterogeneous radial
ow profile distribution (often a quartic flow distribution profile

s observed in packed columns [357]) cannot be relaxed rapidly.
he difference between the HETP of the column measured for a
ery weakly retained or unretained compound under pore blocked
ogr. A 1218 (2011) 1037–1114 1089

and unblocked conditions, considering corrections for the instru-
ment variance contribution and for axial diffusion, informs on the
importance of the trans-column velocity biases, i.e., on the quality
of its packing.

The limiting A term of a packed bed, e.g. the effect of eddy dis-
persion at infinite linear velocity should not be estimated from the
HETP curve of retained solutes because these results are biased by
the solute diffusivity across the porous particles. Under retained
conditions, surface diffusion contributes significantly to increase
the intra-particle diffusivity, speeds up radial mass transfer of the
solute from one flow stream-path to the next across the column.
In contrast, when access to the mesopore volume is blocked by
n-nonane and an unretained solute like nitrate anion is excluded
from this volume, neither solute adsorption on the external surface
of particles nor diffusion through the particle takes place.

Further measurements of the HETP curves for different
compounds permits the assessment of the importance of the con-
tributions of long- and short-range interchannel velocity biases. All
these parameters characterize the packing homogeneity of a col-
umn. They should have the same values for a given column whether
it is operated in SFC or in HPLC. The same methods could be used
to measure these HETP contributions in either mode of implemen-
tation.

8.5. Coefficients of mass transfer kinetics

The study of band broadening in SFC has so far been based essen-
tially on the use of the simple models of nonlinear chromatography,
the kinetic model and the equilibrium-dispersive model, either of
which requires the determination of only one parameter, the appar-
ent dispersion coefficient or the rate factor [1]. A first estimate
of the former coefficient is easily obtained from the plot of the
column HETP versus the mobile phase velocity (DL = HL/2t0). Com-
pared to HPLC modeling, SFC modeling is more complicated due
to the dependence of all the parameters involved, retention fac-
tors, mobile phase density and velocity, diffusion coefficients, and
column efficiency on both the mobile phase velocity and its aver-
age pressure. Like in GC, mass transfer resistances in SFC depend
on both the local pressure that controls the diffusion coefficients
and the velocity that controls the residence times of molecules in
the adsorbed state. In GC these two factors are related through the
simple equation of state of the mobile phase, practically that of an
ideal gas. In SFC, the equation of state is far more complex (see
Section 6) and the details of the mass transfer resistances are still
poorly understood. If a kinetic model [1] is modified to account
for the dependence of the retention factors on the local pressure
(hence on the position along the column), the rate coefficients can
be derived from chromatograms recorded under linear conditions
(with very small sample sizes) [1]. Alternately, the shock layer the-
ory can provide a procedure applicable to overloaded band profiles
that yields average estimates of the apparent dispersion coefficient
which are valid at high concentrations [1,358]. Finally, Pulsed Field
Gradient NMR may provide estimates of the axial dispersion coef-
ficient [349] and of the rate coefficient of exchange between the
mobile phase stream and the solvent stagnant in the particle pores
[350]. This method can provide coefficients of mass transfer kinet-
ics in SFC for methanol and other compounds which have NMR
signals sufficiently well resolved from that of carbon dioxide.

Although the column efficiency is reported in many papers
on analytical and preparative applications of SFC, there are few
reports on meaningful measurements of the mass transfer kinetics.

Bartmann and Schneider reported that the column HETP depends
weakly on the pressure at constant mobile phase velocity [16].
Rajendran et al. showed that the HETP at constant mobile phase
velocity decreases with increasing pressure while the rate of
the mass transfer kinetics increases under the same condition
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201,223]. Lucas et al. [359] proposed a model for band profiles in
onlinear SFC that is a version of the Thomas model [360], solved
y Goldstein [361]. They used the Laplace transform to solve the
quations of their model and parameter identification to derive
stimates of the model parameters. They applied this model to
he extraction of oil from pine resins. Rajendran used the same
inetic model to account for overloaded band profiles of 1-phenyl-
-propanol in SFC [200,362].

Ottiger et al. [223] measured the mass transfer coefficients
f 1-phenyl-1-propanol on a cellulose derived chiral stationary
hase using a form of the inverse method of isotherm deter-
ination and a first-order kinetic equation and lumping all the

ontributions to mass transfer kinetics into one mass transfer coef-
cient, k [223]. These authors found that this coefficient increases
teadily with increasing modifier concentration but that its depen-
ence on the pressure and the temperature exhibited less clear
rends.

. Nonlinear chromatography

Considerable progress have been made during the last 20 years
n the understanding of nonlinear liquid chromatography [1]. A
imilar albeit less comprehensive level of understanding has been
eached in nonlinear gas chromatography [289,363,364]. A com-
arable level of development of the tools needed to understand,
xplain, and economically use the phenomena governing SFC is
ow required. The understanding of nonlinear GC and HPLC which
as been accumulated over the years will facilitate investigations
f the influences of the various experimental factors involved in
he production rate and the yield of separations and purifications
erformed by nonlinear SFC and the optimization of the instrument
esign and the experimental parameters. The practical applications
f these theoretical results will require a deep understanding of
he thermodynamics and kinetics of phase equilibria in SFC. This
ndeavor should encompass three major areas:

. The study of the equilibrium isotherms and the mass transfer
kinetics in SFC. It is critically important to determine correct val-
ues of the parameters controlling the phase equilibria and the
rates of equilibration to predict chromatographic band profiles.
The practical usefulness of our fundamental results will depend
on the possibility to minimize the amount of work necessary to
collect the data required for the calculation of practical solutions
for new SFC separations.

. A systematic, quantitative comparison between experimental
results and the theoretical predictions derived from different
models of nonlinear chromatography, mainly the equilibrium-
dispersive [365], the simple kinetic model [360,361], and the
general rate models [1]. This comparison should lead to the
selection of the models most suitable for the study of important
practical problems.

. Optimization of the experimental conditions for maximum
production rate by the various modes of preparative chromatog-
raphy or for the optimization of any other relevant objective
function.

The development of new analytical and numerical solutions to
he classical problems of non-linear liquid chromatography is one
f the most significant progress made in chromatography during
he last 20 years [1]. These results open two lines of work in SFC that

hould be pursued simultaneously, the thermodynamics of phase
quilibration and the kinetics of mass transfer. Theoretical predic-
ions should be checked with experimental results to validate the

odels, approaches, and methods. Numerous useful applications
f these results could then be made.
ogr. A 1218 (2011) 1037–1114

9.1. Equilibrium isotherms of pure compounds

Accurate knowledge of the multicomponent equilibrium
isotherms of the sample components, or at least of those which
interfere significantly during their elution and separation, is critical
for understanding, interpreting, and predicting nonlinear chro-
matographic phenomena. Experimental determinations of these
isotherms, however, can be extremely difficult because they
involve numerous measurements and often consume consider-
able amounts of products, labor, and time [1,366]. Fortunately,
there are proven methods that can, in many cases, predict sat-
isfactory approximations of multicomponent isotherms from the
corresponding set of single-component isotherms [1]. This makes
the study of single or pure component isotherms important, even
in the context of multicomponent separation.

9.1.1. Methods of isotherm determination in SFC
The characteristic of supercritical fluids, of being intermediate

between gases and liquids offers the unique opportunity to use
measurement techniques typical of those using in either gas or liq-
uid adsorption. The possibility of operating an SFC setup in either
a gas or a liquid mode besides from the SFC mode (or unified chro-
matography) generates scopes of investigation which are otherwise
not possible solely in the gas or in the liquid mode. As the possi-
bilities are immense, the present study will highlight only those
methods which have been successfully applied to measure adsorp-
tion isotherms in the supercritical or near critical state or were
applied in the determination of gas/solid or liquid/solid adsorption
and have the potential to be applied in any such future endeavor.

From the equilibrium point of view, methods of isotherm deter-
minations can be divided into two categories, static and dynamic
methods. Static methods always end with an equilibrium dis-
tribution of the solute between the solvent and the stationary
phase. In contrast, although local equilibrium is reached in dynamic
methods, the entire system may not reach equilibrium. Isotherms
are still often measured by static method but to save time and
chemicals, single-component isotherms are now preferably mea-
sured by dynamic methods that need smaller sample amounts, are
faster, and are more accurate than static methods [1]. Broad lists
of methods of determination of competitive or single-component
isotherms are available [1,367–369].

9.1.2. Static methods
1. The static methods measure the isotherm at different solute con-

centrations by allowing the sample to reach equilibrium with an
accurately measured amount of solid phase, in a well stirred con-
tainer. Although static methods are no longer commonly used
in LC, there are reports of their use in SFC, mainly for their
greater accuracy under the experimental conditions prevalent
in SFC. Su et al. [370] used the static method as a convenient
way to measure isotherms of ethyl esters on C18 bonded silica
at concentrations beyond the scope of the Langmuir isotherm,
something which they could not achieve with the ECP method
(“elution by characteristics peaks” [1]) a known but moderately
accurate dynamic method), and fitted their data with a BET [371]
isotherm (see Fig. 43).

2. Gravimetric methods have been employed to measure isotherms
under supercritical condition, particularly for precise measure-
ments of the excess isotherms of several species. Rajendran
measured adsorption isotherm of CO2 on polymethyl methacry-
late [362]. The method allowed precise measurements of both

the adsorption of carbon dioxide and the swelling of the solid
phase resulting from the adsorption. Humayun et al. [372] used
a gravimetric method to determine the adsorption behavior of
carbon dioxide under near-critical conditions. They produced
high precision data in the near-critical region and showed that



G. Guiochon, A. Tarafder / J. Chromat

F
e

3

9

a
w
o

1

ig. 43. Adsorption data of DHA-EE atCO2 density of 0.497 g/mL fitted by the BET
quation. �, 318.15 K; ©, 328.15 K; �, 338.15 K; lines – BET equation [370].

the adsorbed phase undergoes a reversible transition very near
to the carbon dioxide critical point. They also showed that at
high densities the adsorbed phase volume and density become
constant and relatively insensitive to temperature. The excess
adsorption isotherms of CO2 on silica and on 13X zeolite in a
wide range of temperature and pressure in the subcritical region
were measured using a gravimetric apparatus [373,374]. The
density of the carbon dioxide was measured simultaneously. The
results showed that the most meaningful variable to character-
ize adsorption is the mobile phase density [66,362,373,374]. The
data were interpreted using a model based on the lattice density
functional theory and used to analyze the effect of geometric
confinement on excess adsorption isotherms under supercrit-
ical conditions. Such precise measurements can be critical for
developing insight into the adsorption process in SFC.

. Other measurement methods have been frequently used to
acquire isotherm data [362] under high pressures, for example
piezometry [375,376], volumetry [377,378] and IR spectroscopy
[379].

.1.3. Chromatographic methods
Dynamic methods are more accepted in HPLC for their speed and

ccuracy over static methods [1], a trend which will likely continue
ith SFC. In the following paragraphs we list the most important

f these methods.

. The inverse chromatography method (IM) has been used in GC,
SFC and HPLC. This method has been widely studied in HPLC
[380–385]. It consists in minimizing the difference between
the experimental band profiles recorded for a compound or a
mixture and the profiles calculated for this compound, using
an assumed isotherm model and a model of chromatography,
usually, the equilibrium-dispersive model. Fast and accurate
algorithms are preferred for these calculations, like orthogo-
nal collocation on finite elements (OCFE), the Rouchon model
[386], or the Martin-Craig method [385,387,388]. The more
efficient the column used, the better the results obtained. Fre-

quently, the shapes of the overloaded band profiles give clear
clues suggesting the probably best isotherm model but serious
errors might be made if this assumption is erroneous [389]. This
method has been used in numerous cases for the determination
of liquid–solid equilibrium isotherms in HPLC but less frequently
ogr. A 1218 (2011) 1037–1114 1091

so far in SFC. This method was used by Wenda and Rajendran to
measure the isotherms of flurbiprofen on Chiralpak AD-H [225].

2. The elution by characteristic points (ECP) method is based on a
result of the ideal model of chromatography, that the diffuse
boundary of an overloaded band profile is related to the differ-
ential of the isotherm, q(C), through the relationship [390,391]

t = tp + L

u

[
1 + F dq

dC

]
(158)

where tp is the width of the injected plug of sample and F the
phase ratio. This equation is inaccurate due to a model error,
since actual band profiles are more diffuse than those predicted
by the ideal model which assumes the column efficiency to be
infinite. The error made is not important for small sample sizes
but may become large if the column is strongly overloaded.
Another error is due to the post-loop dispersion; in a recent pub-
lication, a new injection strategy, called CUT-ECP, was proposed
to eliminate it [392]. Han et al. [393] used the ECP method to
study the adsorption of ethyl esters on silica gel from super-
critical carbon dioxide and Peper et al. [394] to determine the
equilibrium isotherms of each pure enantiomer of ibuprofen on
a chiral stationary phase and predict the band profiles of large
size samples.

3. The FACP method [395] is similar to ECP, with the difference that
the diffuse boundary is the complement to a breakthrough curve
instead of being that of a pulse injection. The advantage of this
method is that the high concentration range of the isotherm data
is less affected by the finite efficiency of the column than the one
provided by FA (frontal analysis). Although this method is quite
reliable, no application in SFC has been found.

4. The pulse or perturbation method (PM) [396–398] in which an
isotherm model is postulated, based on the shape of the elution
profiles of large samples, and best estimates of the numeri-
cal coefficients of this isotherm model are derived from the
retention times of a series of small pulses of solutions of the
compounds studied eluted on series of successive plateaus of
known, increasing concentrations of this compound.

This method was found to be useful in GC and in HPLC, but a
correction for the compressibility of the mobile phase is needed.
This correction was neglected by Brunner et al. on the ground
that the pressure drop along the column could be assumed
to be negligible [399]. On the other hand, it was shown that,
for accurate measurements in nonlinear gas chromatography,
it is necessary to take this compressibility into account [400].
The method necessary to take the compressibility of a mobile
gas phase into account in GC developed long ago [401,402]. It
is based on the use of the equation of state of ideal gases. It
should be adapted for use in SFC for the same purpose, using
an appropriate equation of state. Also, when the plateau concen-
tration increases, the signal noise increases and the perturbation
becomes more difficult to detect accurately, especially when the
isotherm is anti-Langmuirian, in which case the retention time
of the perturbation increases. The technical problems encoun-
tered with this method were cogently discussed by Fornstedt
et al. [398,403,404].

The perturbation method was used by Lübbert et al. to measure
the equilibrium isotherms of ˛- and ı-tocopherol between neat
silica and a solution of 2-propanol in carbon dioxide [180].

5. The frontal analysis method (FA) [395,405–407] uses isotherm
data derived from the elution time of the breakthrough fronts of
solutions of the studied compound in the mobile phase at known

concentrations. This method may be implemented in two differ-
ent ways. In staircase FA, a solution of the studied component is
continuously sent to the column and its concentration is period-
ically raised in successive steps. Alternately, in plug FA, plugs of
solution of finite width are sent to the column, then eluted, and
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when the eluent concentration has returned to zero, the opera-
tion is repeated, successively increasing the plug concentration.
The FA method gives accurate data [408–410], independent of
the column efficiency [1,406,407,409]. The technical problems
encountered in the application of this method and their solutions
were discussed by Gritti [407].

Possibly because of its reliability, the FA method was used by
many researchers for isotherm measurements under supercriti-
cal conditions. The influence of pressure and temperature on the
adsorption of salicylic acid [411] and that of ethyl benzene [412]
on activated charcoal were studied with the FA method. The
adsorption equilibria from carbon dioxide of pentachlorophe-
nol and hexachlorobenzene on natural clay was investigated
with this method. The solubilities of these compounds and their
mass transfer coefficients were also measured [413]. Subra et al.
[414] studied the adsorption of a mixture of 13 terpenes from
supercritical carbon dioxide on silanized silica. Depta et al. [415]
measured the adsorption isotherms of cis- and trans-phytol on
Lichrospher Si-30 (15 � m particles), in carbon dioxide with 1.8%
of isopropyl alcohol at 313 K, under a pressure of 230 atm.

. Mass isotope tracer pulse chromatography. This method consists
in injecting small pulses of an isotopically labeled tracer on a
concentration plateau of the same compound and monitoring
the elution of these tracer pulses by GC/MS [246,247,250,251].
The tracer pulse method with HPLC/MS detection was recently
extended to the more complex measurement of competitive
isotherms [416]. The use of this method requires samples of
the studied compound that are isotopically labeled. It might be
expensive when the synthesis of this compound is difficult. 13C
and 15N are the most commonly used stable isotopes. Radioac-
tive isotopes also have been used. When available, pure opposite
enantiomers may be used in a similar fashion, provided that a
chiral detector is available [417,418].

. Empirical or approximate methods. In 1980, De Jong et al. [419]
suggested a simple, approximate method that consists in deriv-
ing the coefficient of the second term of the two-term Taylor
expansion of the isotherm from the elution time of the concen-
tration CM, which is given by

tR(CM) = t0
(

1 + F dq
dC

)
(159)

with F the phase ratio of the column, q and C the concentra-
tions in the stationary and the mobile phase at equilibrium, and
CM the maximum concentration of the elution peak of a nar-
row rectangular plug injection [1]. This equation is borrowed
from the ideal model. If the isotherm were to be parabolic, the
peak obtained would be a rectangular triangle. For a Langmuir
isotherm (q = aC/[1 + bC]), the approximate parabolic isotherm
would be q = aC(1 − bC) and the elution profile a rectangular tri-
angle, the profile of which can be used to determine the value
of b. Alternately, plotting (dq/dC) = (1/F)((tR(CM)/t0) − 1) versus C
for increasing sample size and integrating this curve provides
the isotherm in a range of concentrations. This method is simi-
lar to the peak maxima method [419,420] but less sophisticated
since it affords a simplified isotherm valid only at relatively low
concentrations.

. Mass spectrometric tracer pulse chromatography. Strubinger et al.
have used mass spectrometric tracer pulse chromatography to
measure the equilibrium isotherms of carbon dioxide with dif-
ferent stationary phases as a function of the pressure [250]. They
showed that a most accurate determination of the column void

volume is critical for the determination of these isotherms but is
sometimes difficult to achieve. The adsorption or absorption of
the mobile phase itself on the stationary phase makes it difficult
to determine the exact volume and composition of the stationary
phase. These parameters depend critically on the temperature,
ogr. A 1218 (2011) 1037–1114

the pressure, and the composition of the fluid pumped into the
column. The major disadvantages of this method are (1) the need
of labeled isotopic probes; and (2) the need of a mass specific
detection system. In this context, it is worth mentioning that
it was recently demonstrated that underestimating the column
void volume in any chromatographic determination of equilib-
rium isotherms may lead to the assumption of too heterogeneous
an isotherm model while overestimating this volume can lead to
other erroneous conclusions like assuming multi-layer adsorp-
tion processes or solute–solute interactions [421,422].

Due to differences in the practical constraints encountered in
GC, HPLC, and SFC and to the dearth of literature on isotherm deter-
mination in SFC, it is difficult to predict which method should be
recommended. Of all methods discussed here, the inverse method
seems to be the most practical, the fastest and most economical of
samples, chemicals, and time. It might not be the most accurate,
however.

9.1.4. Models of single-component equilibrium isotherms
As in GC and HPLC, we use the experimental not the

excess isotherms. The four types of single-component equilib-
rium isotherms found in chromatography are presented briefly
[1,66,366,423–432].

1. Type 1 isotherms characterize ideal adsorption on homogeneous
surfaces. These isotherms are the Langmuir [423,424] (Eq. (160))
and the Jovanović [433] models. They are rarely encountered in
HPLC or GC because most adsorbents have surfaces that are more
or less heterogeneous. The Langmuir isotherm is

� = q

qs
= bC

1 + bC (160)

where b is the equilibrium constant of the compound consid-
ered between the two phases of the chromatographic system and
�= q/qs is the surface coverage. The Scatchard plot is a simple
method to determine whether isotherm data fit well to a Lang-
muir model. The isotherm plot can be linearized by rearranging
Eq. (160) as:

C

q
= 1
bqs

+ C

qs
(161)

If the plot of C/q versus C is linear, the isotherm data should fit
well to a Langmuir model, with a slope 1/qs and an ordinate 1/bqs.

2. Type 2 isotherms characterize ideal adsorption on heteroge-
neous surfaces: many such models are available [1,367,368,425].
Many systems of interest in RPLC are satisfactorily accounted
for by a bi-Langmuir model [426,427] (Eq. (162)) or a more
complex combination of simpler isotherm models that reflects
the quilt nature of a surface made of silica and of hydrophobic
patches [428]. Note also that the activity coefficients of solutes
in both the solution and the adsorbed state vary slowly with the
concentration, as proved by Carr et al. [429] and confirmed by
calculations [366] based on the UNIFAC model [430]. This com-
plicates isotherm adsorption behavior, particularly for highly
soluble compounds for which the accessible concentration range
is wide.

The typical bi-Langmuir isotherm model is

q = a1C

1 + b1C
+ a2C

1 + b2C
(162)
where a1, a2, b1, and b2 are numerical parameters.
Other useful isotherms are the Toth [434], the Freundlich

[435], and the Langmuir–Freundlich isotherms [1].
3. Type 3 isotherms characterize nonideal adsorption on

homogeneous surfaces. Depending on the intensity of the
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ig. 44. Equilibrium isotherm of ethyl acetate on Partisil-10, as a function of the pr
he adsorbed phase (z) versus its concentration in the mobile phase (x) and the pre

adsorbate–adsorbate interactions, the isotherm is convex
upward or S-shaped. Common isotherm models are the
quadratic (Eq. (162)), the extended BET, and the Moreau
isotherm [1]. The quadratic isotherm [431], suggested by simple
statistical thermodynamics, is useful to account for isotherms
having an inflection point [432].

� = q

qs
= C(b1 + 2b2C)

1 + b1C + b2C2
(163)

The Moreau isotherm is another form of the quadratic isotherm
[436].

The third degree Hill isotherm [180] also belongs to this type of
isotherm. It corresponds to more complex interactions between
the adsorbent surface and the molecules of the component con-
sidered:

q = qs
3

b1C + b2C2 + b3C3

1 + b1C + b2C2 + b3C3
(164)

. Type 4: Nonideal adsorption on heterogeneous surfaces: Among
the many complex models, the best known are the Martire
[66] and the bi-Moreau isotherms [1]. High accuracy data are
required to obtain reasonably precise estimates of the numerous
parameters of these models.

.1.5. Single-component equilibrium isotherms in SFC
There are few references in the literature that are relevant to

reparative SFC. The few that are available use the same isotherm
odels and the same methods of measurements as those used in
PLC.

In order to investigate the reasons for the significant reduction
f the retention factors in SFC which is observed when increas-
ng the concentration of an organic modifier, Lochmüller and Mink

easured the adsorption isotherms of dry ethyl acetate on a
00 mm × 4.6 mm column packed with Partisil-10 silica, in super-
ritical CO2 at 60 ◦ C and under pressures between 2000 and
000 psi (flow rate, 3 ml/min) [290]. They used for this purpose
he method suggested by De Jong et al. [419] (see Section 9.1.1).
he isotherms obtained for ethyl acetate follow Langmuir behav-

or. The concentration of ethyl acetate in the stationary phase at
quilibrium with a given mobile phase concentration decreases
ith increasing pressure of carbon dioxide [290]. The monolayer

apacity is about a third of what is measured for ethyl acetate in
he system made of the same silica and n-hexane. The stationary
of carbon dioxide [290]. Plots of the equilibrium concentration of ethyl acetate in
f CO2 (y).

phase is nearly saturated for a mobile phase concentration of 1%
(see Fig. 44). Using the same method, Lochmüller and Mink mea-
sured also the adsorption isotherms of methanol and 1-hexanol
on the same silica column in supercritical CO2 at 40, 60, 80, and
100 ◦C, and at different densities [253]. The isotherms also follow
Langmuir behavior. The molar saturation capacity of methanol is
larger than that of 1-hexanol but the maximum surface area cov-
ered by 1-hexanol is larger than that covered by methanol. As a
consequence of the increase in the saturation capacity, the reten-
tion factors of solutes interacting with silanol groups decrease with
increasing concentration of methanol in carbon dioxide.

The isotherms of some pure compounds were measured and
used to calculate band profiles in mobile phases made of super-
critical CO2 modified with methanol, ethanol, or 2-propanol. These
measurements were made assuming that the solutes do not com-
pete with the organic modifier contained in the mobile phase,
although the latter are significantly adsorbed under the experi-
mental conditions of SMB [80,223,399]. Actually, competition for
adsorption on the stationary phase of the organic modifier with the
sample components is the mechanism through which these mod-
ifiers reduce the retention of the sample components and permit
the achievement of elution of these compounds and their sepa-
ration within a reasonable time. In HPLC, it had been shown that
the influence of the adsorption of the organic modifier on that of
the solutes can be neglected only if the strong solvent is much less
strongly adsorbed than the solutes [437]. The same rule probably
applies to nonlinear SFC but its validity has not yet been established
nor have the retention factors of most organic modifiers when
eluted with carbon dioxide on conventional stationary phases been
measured.

Depta et al. [415] measured adsorption data of cis- and trans-
phytol on Lichrospher Si-30 (15 � m particles), in carbon dioxide
with 1.8% of isopropyl alcohol at 313 K, under a pressure of 230 atm,
modeled these data with a quadratic isotherm. They obtained good
agreement between calculated and measured elution band profiles
for SFC separations carried out either on a single column or in an
SMB. Lübbert et al. used the perturbation method to measure the
adsorption isotherms of ˛- and ı-tocopherol on neat silica, from

a 5% solution of 2-propanol in CO2 at between 160 and 260 atm.
They found convex downward isotherms and modeled them with
a third degree Hill isotherm [180] (see Eq. (164)). The amount of
tocopherol adsorbed at equilibrium with a given mobile phase con-
centration decreases with increasing pressure, which is explained
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y the increasing density of the mobile phase, hence its increasing
olubility.

Brunner and Johanssen used the same model to account for
he isotherms of caffeine, ibuproprofen, phytol, and vitamin D3
n various adsorbents, at pressures between 130 and 260 atm, at
13 K [399]. Jha and Madras [80] modeled the adsorption isotherms
f naphthalene, biphenyl, 2,6-dimethylnaphthalene, anthracene,
exachlorobenzene, pentachlorophenol, salicyclic acid, and DDT on
oil, ODS (C18-bonded silica), activated charcoal, and a zeolite in a
ange of pressures and temperatures in the supercritical region.
hey found that the data fitted well to a Langmuir model (see Eqs.
160) and (161)). They also found that the heat of adsorption was
ndependent of the structure of the solute molecule, because it is
overned by weak van der Waals interactions [80]. Accordingly,
nly one experimental value of the equilibrium constant of a com-
ound on any adsorbent at a known temperature and pressure
hould be sufficient to predict this constant in a wide range of pres-
ures and temperatures. This would be a remarkable result, should
t be confirmed.

Strubinger et al. [250] measured the partition equilib-
ium isotherms of carbon dioxide on silica, on C18-bonded
ilica (packed in conventional HPLC columns) and in SE-30
oly(dimethylsiloxane) coated in an open tubular column, which

s not consistent with the observation of Wasen et al. regard-
ng the long term stability of open tubular columns used in SFC
13] as a function of the temperature and the pressure in the
ub- and supercritical regions [250]. The isotherm of CO2 on SE-
0 has a maximum close to the critical pressure, then decreases
oward a concentration of ca. 25% above 100 bar. The adsorption
sotherms on the two surfaces also have maxima close to the crit-
cal pressure. However, the amplitude of these maxima decrease

ith increasing temperature above the critical temperature and
he corresponding pressure increases. The adsorption follows Lang-

uir behavior in the subcritical region. In the supercritical region,
he isotherms plotted as a function of the carbon dioxide density
xhibit a normal temperature dependence but an inverse pressure
ependence.

.2. Equilibrium isotherms for mixtures

The simultaneous presence of several compounds dissolved in
he mobile phase modifies the adsorption behavior of each one.
he volume of the adsorbed layer on the surface of the stationary
hase is limited and compounds that are simultaneously present

n the mobile phase can either compete for access to this layer or
nteract together and possibly associate. Usually the simultaneous
dsorption of two or several compounds is competitive. Most often,
olecular interactions between adsorbates are small and the dom-

nant effect is the limited surface area of the adsorbent surface,
esulting in the crowding out of each compound by the other ones;
he intensity of this effect increases with increasing retention and
ncreasing concentration of the compounds considered in the solu-
ion. However, in a few rare cases, the adsorption of two compounds

ay be cooperative [438,439].
The study of separation problems requires the use of competi-

ive isotherms [1]. Simple models of single-component isotherms
re easily extended to competitive isotherms but these must be
onsistent with the Gibbs isotherm equation [440]. If a compet-
tive Langmuir isotherm is derived from the single-component
sotherms, this requires that the components have the same column
aturation capacities [358]. Otherwise, a correction must be made.

adke and Prausnitz [440] extended the ideal adsorbed solution
IAS) theory of Myers and Prausnitz [441] for gas–solid equilib-
ia to liquid–solid equilibria. The extension is valid for SFC. The
dsorbate–adsorbate interactions are neglected and the extend
f adsorption of each compound is limited by the availability of
ogr. A 1218 (2011) 1037–1114

adsorption sites. The spreading pressure of all the adsorbed com-
pounds must be the same [399,441].

Understanding retention mechanisms in SFC begins with under-
standing the adsorption of organic modifiers. Strubinger et al.
measured the adsorption isotherms of mixture of carbon dioxide
and methanol (2–4%) on silica and C18-bonded silica at differ-
ent temperatures in the pressure range up to 150 bar [251]. The
amounts of CO2 and methanol adsorbed at equilibrium decrease
with increasing pressure and can be extremely large around the
critical conditions of the mobile phase. Under the conventional
experimental conditions used in SFC, the amounts of both carbon
dioxide and methanol adsorbed are significant, so these compounds
become important parts of the stationary phase.

9.2.1. Methods of determination of competitive isotherms
The most important methods are

• The inverse method (IM) [380–385], which is conceptually the
same as that described in the section on pure component
isotherms (see Section 9.1.1). The elution band profile of the
multi-component sample calculated with an assumed set of
competitive isotherms is compared with the experimental band
profile and the isotherm coefficients are adjusted to minimize the
difference.

Using the inverse method, Ottiger et al. estimated the
competitive equilibrium isotherms of the 1-phenyl-1-propanol
enantiomers [223]. They modeled them using a binary compet-
itive Langmuir isotherm with independent saturation capacities
for the two enantiomers [1]

qi =
HiCi

1 + KRCR + KSCS
(165)

where R and S stand for the corresponding enantiomers, Hi is the
Henry constant of enantiomer i, Ki is its equilibrium constant,
and i is either R or S. This isotherm model assumes that only the
two enantiomers compete for adsorption. The adsorption of the
modifier and carbon dioxide are implicitly involved through the
dependence of the isotherm coefficients on the pressure of car-
bon dioxide and on the concentration of the modifier. The band
profiles of the pure compounds calculated using the isotherm
model agree well with those recorded. However, the agreement
for binary mixtures, although still fair, is not as good between
the experimental band profiles and those calculated from the
competitive isotherms. It seems that the Henry constants were
overestimated. At a constant modifier concentration, the Henry
constants of the enantiomers decrease with increasing pressure
or density of the mobile phase. At low or moderate pressures, the
decrease is nearly linear. At constant mobile phase density, the
Henry constant increases with increasing organic modifier con-
centration [223]. The isotherms tend to deviate less from linear
behavior in a given concentration range when the concentration
of the organic modifier increases. The saturation capacity clearly
increases with increasing concentration of the organic modifier.

A better isotherm model for the adsorption of enantiomers on
chiral selective phases is the model developed by Fornstedt and
Guiochon [442].

q = q�nbnC

1 + bnC + q�s bsC

1 + bsC (166)

q = q�nbnC

1 + b C + q�r brC

1 + b C (167)

n r

where q� is the saturation capacity of the corresponding type of
sites, nonselective for the S or selective for the R enantiomers
and the indices n, s, and r correspond to the nonselective adsorp-
tion sites and to the adsorption sites selective for the S and the R
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enantiomers, respectively. It is obvious that for the enantiomers
(R) and (S), the following conditions are true:

bns,R = bns,S = bns and bs,S /= bs,R (168)

Further information can be found in the literature on nonlinear
or preparative chromatography of enantiomers [1].
Breakthrough curves [1]. The column being in equilibrium with
the pure mobile phase, a stream of the mobile phase containing
known concentrations of the compounds studied is substituted
to the eluent and the composition of the mobile phase exiting
the column is monitored. The procedure is repeated to construct
the isotherms [1]. The interpretation of the results is complicated
because the different components do not elute simultaneously
and the composition of the eluent exiting the column is the same
as that of the inlet only when the experiment is finished, but it
remains different during the elution of the intermediate plateaus.
Perturbation method [1,180,438]. The adsorbent is equilibrated
with a solution of the compounds considered at known con-
centrations. Small samples of pure carbon dioxide or of the
compounds studied are injected and isotherm data are derived
from their retention times.
Gravimetric method. Ottiger et al. [443] have measured binary and
ternary adsorption of carbon dioxide, methane and nitrogen on
coal using a gravimetric–chromatographic technique.

.2.2. Applications
The influence of pressure and temperature on the adsorption

f salicylic acid [411] and that of ethyl benzene [412] on acti-
ated charcoal were studied with the breakthrough method. The
dsorption equilibria from carbon dioxide of pentachlorophenol
nd hexachlorobenzene on natural clay were investigated with
he same method. The solubilities of these compounds and their

ass transfer coefficients were also measured [413]. Peper et al.
etermined the equilibrium isotherms of each pure enantiomer of

buprofen on a chiral stationary phase using the ECP method and
and profiles of large size samples. The data were fitted to a cubic
ill-isotherm [394].

Using the pulse method, Ottiger et al. estimated the competitive
quilibrium isotherms of the 1-phenyl-1-propanol enantiomers
223]. They confirmed their results obtained with the inverse

ethod (see earlier, Inverse Method).
Lübbert et al. successfully built the competitive isotherms

f ˛- and ı-tocopherol (see above) using the single-component
sotherms that they had determined by the perturbation method
nd applying the IAS theory [180]. These authors prepared a few
inary mixtures of different relative composition; they determined
he amount of each component that is adsorbed as a function
f its concentration in the mobile phase; and they compared
hese isotherms to those calculated from the competitive isotherm.
he excellent agreement observed validates the approach and the
pplication of the IAS theory in the case considered [180].

.3. Mass balance in SFC

The theory of HPLC at finite concentrations, its applications,
he relationships between band profiles, multi-component equi-
ibrium isotherms, and mass transfer resistances are well known
1]. The calculation of elution band profiles requires the solution of
he differential mass balance of each component of the sample. This
quation is a partial differential equation of the second order which
as algebraic solution only in simplest cases. Algorithms for the cal-

ulation of numerical solutions are available. Their use requires that
ll the values of the coefficients involved be known.

Understanding the migration of bands and the progressive evo-
ution of their shape is more complex in SFC than in HPLC because
1) the mobile phase used in SFC is highly compressible; (2) all its
ogr. A 1218 (2011) 1037–1114 1095

properties depend on the pressure, particularly its viscosity and
density; and (3) a significant inlet pressure is required to force
the stream of mobile phase through the column. So, a satisfactory
model of SFC must include mass balance equations for the mobile
phase components, which are needed to account for the variations
along the column of (1) the mobile phase velocity; (2) the retention
factors; and (3) the diffusion coefficients. Numerical solutions of
this model require accurate equilibrium isotherms and mass trans-
fer data for the components involved in a wide range of pressure,
temperature, and mobile phase composition. Finally, an equation
of state for the supercritical fluid is needed.

How the retention factors of selected compounds vary with
temperature and pressure is often reported [80,16] but often sep-
arately, as they are generally in HPLC. In this latter method, in
contrast with SFC, the pressure has minimum influence on the
retention factors, due to the low compressibility of the mobile
phase. Few papers give the isobaric or isothermal adsorption equi-
librium constants of the probes studied [16]. Even fewer papers
give the competitive adsorption isotherms of separated compounds
[59,174,200,201,223].

Cretier et al. reported unusual band profiles for large size sam-
ples of vanillin, which they attributed to an anti-Langmuirian
isotherm. However, the possibility of a sorption effect (see Sec-
tion 7.2) was not examined [444]. The possible influence of the
large concentration of sample (vanillin) on the local density of the
mobile phase was also ignored, probably because the experiments
were carried out far from the critical region.

9.3.1. Comparison of the Mass Balances in HPLC, GC and SFC
Some of the basic assumptions made in HPLC to write the mass

balance equation [1] are invalid in GC and SFC because, in both
these cases, the mobile phase is compressible and, due to the sig-
nificant pressure gradient along the column, the density and many
other characteristics of the mobile phase vary markedly along the
column; so does the equilibrium constants of the solutes between
the two phases, the coefficients of their equilibrium isotherms, and
the partial molar volume of the solute in the mobile phase, which
is strongly (GC) or significantly (SFC) larger than its partial molar
volume in the stationary phase. The same difference is negligible
for low molecular weight compounds in HPLC and still small for
proteins [257]. All these effects make the problem more complex
and more difficult to solve in GC and SFC than in HPLC.

First, due to the compressibility of the mobile phase, which
causes its density to decrease monotonically along the column,
two mass balance equations are needed in SFC, the first one for
the solute, the second one for the mobile phase. Depending on
its nature, the mobile phase may be adsorbed on the stationary
phase, in which case its equilibrium constant between stationary
and mobile phase is a function of the local pressure. If the mobile
phase is a mixture, a mass balance equation is needed for each of
its components and competitive equilibrium may have to be con-
sidered, involving these components and the solute. An equation of
state is needed to determine the pressure profile along the column
at constant mass flow rate of each compound involved (the pres-
ence of solutes at finite concentration might affect the local density
of the mobile phase). Finally, we need proper equations to account
for the influence of the pressure on the partial molar volumes of
the solute in both phases and on the mobile phase viscosity.

The pressure gradient along modern columns packed with fine
(dp � 5 �m) or very fine (dp < 2 �m) particles is important along SFC
columns, in spite of the low viscosity of the mobile phase used.

This mobile phase is essentially made of carbon dioxide, which
is highly compressible, so its decompression absorbs heat. The
cooling effect of the expansion of the supercritical fluid along the
column [362,183] increases the complexity of the modeling of SFC
separations. It causes the formation of axial and radial temperature
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radients that can dramatically affect band profiles and column effi-
iency [169,181–183,187,188,190,213]. The results of Rajendran
how small but significant differences between the recorded pro-
les and the profiles calculated with a transport-dispersive model
ssuming a high rate of mass transfer [200,362]. However, this
odel assumes an isothermal column, neglects the thermal effects

f the mobile phase expansion, and the fact that the isochoric heat
apacity of supercritical fluid varies widely across the critical region
f the phase diagram. The consequences of this property have not
et been elucidated [362]. The mass balance for SFC must take these
ontributions into account.

.4. The mass balances models in chromatography

For simple models of band propagation, the differential mass
alance equation is written for a slice of length dz of the whole
olumn. For complex and more accurate models, it is written sepa-
ately for the mobile phase that percolates through the column bed
nd for the packing material, including the stagnant mobile phase
mpregnating the pores and the adsorbed layer of mobile phase
nd solutes [1]. The simple models include the ideal model, the
quilibrium-dispersive model, and the transport model. The com-
lex models are the different versions of the general rate models
hat include different rate equations, depending on the particular-
ties of the studied problem.

.4.1. The ideal model in SFC
The ideal model assumes that the mobile and the stationary

hases are constantly in equilibrium, hence that the rate of mass
ransfer in the column is infinite, but axial dispersion is zero. Conse-
uently, the column efficiency in infinite. This model is not realistic
ecause actual columns have a finite efficiency. It is useful only
ecause it isolates the effects of thermodynamics on band profiles
nd facilitates their understanding. The mass transfer kinetics and
xial dispersion blur and smooth the band profiles predicted by the
deal model.

.4.2. The equilibrium-dispersive model in SFC
This model is the simplest realistic model of chromatography. It

ssumes that the mobile and the stationary phases are constantly in
quilibrium but that all the contributions of the mass transfer resis-
ances to band broadening can be lumped into an apparent axial
ispersion term, with a coefficient, DL = HL/2t0, where H is the col-
mn plate height, L its length, and t0 its hold-up time [1,445–447].
his apparent dispersion coefficient accounts for the finite column
fficiency. This coefficient is determined empirically.

The ED model provides excellent results in the study of many
ractical problems encountered in HPLC [1]. It is well suited for
tudies of nonlinear SFC because mass transfer kinetics in super-
ritical fluids are fast (the column efficiency in analytical SFC is
s high as or higher than in HPLC) [362]. In contrast with HPLC,
mass balance equation is needed for each mobile phase com-

onent, whether retained or not: since the mobile phase density
epends on the local pressure and temperature, their local con-
entrations vary along the column and their migration velocities
ncrease.

.4.3. The transport-dispersive model in SFC
This model assumes a linear relationship between the rate

f change of the concentration of solute adsorbed on the sta-
ionary phase and the difference between the concentrations

f this solute in the stationary and the mobile phase [1]. Sev-
ral equations are possible. The mass balance equation of the
ransport-dispersive model has an algebraic solution in the linear
ase [339], which eventually leads to the van Deemter equa-
ion relating the column characteristics, the mobile phase flow
ogr. A 1218 (2011) 1037–1114

velocity, and the column efficiency [338]. The transport-dispersive
model was used in SFC by Rajendran et al. to calculate the over-
loaded band profiles of the enantiomers of 1-phenyl-1-propanol
on Chiralcel-OD in overloaded elution and the eluent composition
profiles in an SFC-SMB [200,201,362]. This model was also used by
Lucas et al. [359].

9.4.4. The general rate model in SFC
This model is the only rigorous one. It consists of a family of

models sharing a few common features [1]. Mostly developed for
liquid-solid adsorption processes, the general rate models account
for all significant contributions to band broadening of kinetic ori-
gin: axial dispersion, mass transfer between the stream of mobile
phase percolating through the bed and the eluent stagnant inside
the porous particles or external mass transfer [448,449], diffu-
sion across this stagnant fluid or pore diffusion, surface diffusion,
adsorption/desorption kinetics. Practical applications of the gen-
eral rate models raise large difficulties due to the number of its
parameters, most of which are difficult to measure accurately. For
this reason, the more simple equilibrium-dispersive or transport-
dispersive models (ED) are preferred.

9.5. Practical modeling of SFC

The modeling of preparative separations by SFC requires the
calculation of the profiles of the mobile phase properties along
the column, the determination of the equilibrium isotherms of the
components of the mixture studied, the derivation of estimates of
the parameters of the mass transfer kinetics, the calculation of elu-
tion band profiles, the optimization of the experimental conditions
of the separation, and the validation of these results.

9.5.1. Calculations of the mobile phase properties along the
column

First, a combination of: (1) the continuity equation expressing
the constancy of the mass flow rate of eluent along the column;
(2) the equation of state of the eluent; (3) the Ergun equation that
relates the flow rate along a column slice, the pressure gradient
and the local characteristics of the column and the mobile phase;
and (4) the pressure dependence of the eluent viscosity, provides a
relationship between the mass flow rate and the pressure gradient,
which varies along the column. Integration of this equation relates
the flow rate and the difference between the inlet and the outlet
pressures of the column. It also yields the profiles along the column
of: (1) the local pressure; (2) the local density of the mobile phase;
(3) its velocity; and (4) its viscosity. Calculations using different
state equations should be performed for carbon dioxide with differ-
ent modifiers (methanol, ethanol, 1- and 2-propanol, n-pentane),
on packing materials with different average particle sizes and on
monolithic columns. Comparisons between the results of these cal-
culations and experimental values of the measured dependence of
the hold-up volume of the column on the flow rate and the pressure
difference between the column ends may provide effective tests of
the reliability of the various state equations. Such a study would
provide a sound basis for the selection of equation of state most
suitable for use in SFC.

Knowing the profile of the local density of the mobile phase
along the column permits also the calculation of the profiles of
the local equilibrium constants between the two phases (hence,
providing the profiles of the Henry constants and the retention fac-
tors along the columns). Integration of the retention factor profiles

provides the experimental retention factors. Systematic measure-
ments of the dependence of the retention factors on the pressure
difference between the column ends, for a number of compounds
on different packing materials made of neat silica and C18-bonded
silica of different average particle sizes packed in columns of dif-
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erent lengths could provide further tests of the reliability of the
quation of state and of the other models used.

.5.2. Calculation of band profiles in SFC
The mass balance of a compound in the equilibrium-dispersive

odel for SFC is analogous to that used in HPLC, the main difference
eing that the equilibrium constant, the mobile phase velocity, and
he apparent dispersion coefficient all vary along the column. Due
o the important variation of the local density of the mobile phase,
mass balance for the mobile phase is also needed. A mass balance

or the organic modifier is also necessary if the retention of this
dditive on the stationary phase is not small compared to that of the
ompound studied. Programs must be written to solve the system
f mass balance equation and calculate the profiles of elution bands.
he results of these programs must be validated by comparing the
lution band profiles of pure compounds, then of multi-component
amples and those calculated for the same experimental conditions,
sing the equilibrium isotherms and mass transfer kinetics data
easured independently. In principle, this work is similar to the

ne that we recently did in nonlinear, non-ideal HPLC, but with
he difference that the physico-chemical properties of the mobile
hase vary considerably along the column.

In many cases, however, the variation of the mobile phase den-
ity along the column is small or moderate. This is particularly true
nder supercritical conditions. Typical examples are provided by
ttiger et al. [223], who operated their column with�� < 0.2%, and
ajendran et al. [201], who operated their columns under such con-
itions that�� < 1.6% or 0.9%. Then, it is possible to use with a small
ut acceptable error a simplified equation in which it is assumed
hat the variation of the pressure and the density along the column
re

∂Ci
∂t

+ F ∂qi
∂t

+ ∂ (uCi)
∂z

= ∂

∂z

(
Da,i(�)

∂Ci
∂z

)
(169)

.5.3. Validation of the Calculated Elution Profiles
Systematic measurements of the retention factors, column effi-

iencies, and resolutions of pairs of compounds eluted with various
olutions from columns packed with different materials, involving
everal retention mechanisms, should provide most valuable infor-
ation on SFC. Equilibrium isotherm data of single-components

nd binary mixtures under a wide range of experimental con-
itions and at different temperatures and pressures, and the
odeling of these data will inform on retention mechanisms. Com-

arison between isotherms measured in HPLC and in SFC with
he same columns would provide new, useful clues on the dif-
erences between the retention mechanisms involved in these
wo modes of chromatography. The following systems could be
uggested: the enantiomers of propranolol, alprenolol, and meto-
rolol on the cellulase protein CBH I immobilized on porous silica
407,417,442,450]; 1-phenyl-1-propanol and 1-indanol on cellu-
ose tribenzoate coated on porous silica [408–410,451]; Tröger’s
ase on amylose tri-(3,5-dimethyl-phenyl carbamate) coated on
orous silica [452,453]. Previously published data could provide a
asis for quantitative comparisons of the performance of prepara-
ive SFC and HPLC. Finally, the comparison of band profiles recorded
n overloaded elution of these binary mixtures at different compo-
itions will provide useful validation of the postulated retention
echanisms and of the model of nonlinear SFC.
A theory of optimization of the experimental parameters of a

reparative SFC separation could then be developed. The produc-

ion rate of a component of interest, its degree of purity, its recovery
ield and the concentration of the collected fractions are the major
riteria that characterize the performance of a preparative separa-
ion. The main operational parameters of a preparative unit are the
olumn length, the particle size of the packing material, the mobile
ogr. A 1218 (2011) 1037–1114 1097

phase composition, its velocity, the inlet and outlet pressures, the
temperature, and the sample size (with the column diameter affect-
ing only the production rate).

10. The important questions that remain unsolved

The literature reviewed here shows that the phenomena
involved in SFC are qualitatively well understood and that many
implementations of SFC separations have been successfully made,
particularly in the analytical realm. The behavior of columns used
in SFC under nonlinear conditions still raises a number of ques-
tions which have not been solved, if ever understood and raised.
It is not possible to predict the results of significant changes in
the experimental parameters nor to calculate the optimum val-
ues of the set of parameters that maximize the production rate
and/or the recovery yield or minimize the consumption of mobile
phase.

A list of the important unsolved questions follows

1. Which is, among the many possible equations of state that
are available, the one that best accounts for the experimental
values of the column hold-up times and the retention times
measured in a wide range of temperatures, pressures, and
mobile phase compositions. What is the one that is the most
practical to use?

2. What are, among the many methods available for the determi-
nation of equilibrium isotherms for single-components and for
multi-component mixtures, those that provide the most accu-
rate data? the fastest results? What are the main sources of
errors and what is the reproducibility of common methods?

3. How do the isotherm coefficients depend on the pressure, the
temperature, and the concentration of organic modifiers?

4. Is it possible to apply present theories (e.g., IAS, RAS) to cal-
culate competitive isotherms for pairs of compounds, mostly
enantiomers? What precision can be expected depending on
the type of isotherms that account for the behavior of the pure
compounds and the similarity between the isotherm models of
the compounds involved?

5. Do the simple equilibrium-dispersive and kinetic models of
chromatography provide numerical solutions that are consis-
tent with experimental band profiles in SFC? What precision
can be expected? Should the general rate model be used
instead?

6. Could band profiles be calculated with only an equation system
accounting only for the equation of state of the mobile phase
and the equilibrium isotherms? Or would a system of equations
accounting also for the adsorption of the organic modifier be
necessary and sufficient?

7. Would it be necessary to include also the influence of the
changes of partial molar volumes of the components and the
modifiers with the local pressure? What is the actual impor-
tance of the sorption effect?

8. Is it possible to calculate the values of the optimum experimen-
tal conditions for maximum production rate, with or without
constraints (e.g., a specified recovery yield) for a given com-
pound, as a function of the characteristics of the mixture (feed)
and of the chromatographic system, knowing all what we
know?

9. Are there significant thermal effects in SFC? Under which sets of
experimental conditions can columns be considered as radially

and axially isothermal? How far from the critical conditions
should they be operated? Can the cooling effect due to the
expansion of the mobile phase compensate the heating effect
due to the friction of the eluent against the bed? A detailed
study of the potential heat effects in SFC columns packed with
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fine particles and of their possible partial compensation is
needed.

0. What effects could the possible thermal effects have on the
column efficiency?

1. Experimental issues

Numerous descriptions of instruments can be found in the liter-
ture. Some of them are devoted to analytical applications, others
o more specific tasks such as the determination of equilibrium
sotherms, implementing the frontal analysis (FA), perturbation
PM), and/or profile analysis (aka ECP) [399]. The latter designs
nvolve two columns operated independently but coupled, so that
he second column can be used to analyze fractions of the eluent
f the first one, e.g., for calibration purposes in the determination
f competitive isotherms with the FA or PM methods. Instrumental
roblems involved in preparative chromatography were discussed
y Perrut [42] and by Cox [454].

1.1. Safety

Although conventional HPLC instruments are operated under
igher pressures than SFC instruments, the risks generated by the

atter are much higher than those due to the former. The risks
aused by handling fluids under high pressures does not actually
riginate from the pressure reached itself but it does essentially
ome from the energy stored in the compressed fluid. This energy
s proportional to the compressibility of the fluid, so it is much
igher with gases than with liquids. A considerable energy is stored

n a large SFC vessel (e.g., storage tanks, columns, fraction recov-
ry tanks) so particular attention should be paid to the quality of
he design and construction of preparative SFC units and to their

aintenance. In certain countries, vessels for SFC or SFE fell under
ormal pressure regulations and require frequent maintenance and
esting. Operators must be shielded from the pumps, tubings, and
alves used in SFC instruments to limit the risks associated with
he brutal rupture of these containers (improperly called explosion
n common language). Leaks involving scalding water, suffocating
arbon dioxide, and burning acidic or corrosive fluids may not be
uch more probable in SFC than in HPLC but they are potentially

ar more dangerous.
Carbon dioxide is not a chronic poison but breathing air contain-

ng more than 1 % may be dangerous in an industrial surrounding
ecause it may cause drowsiness or anxiety and discomfort [455].
he intensity of these effects increase with increasing concentra-
ion. Other contaminants may increase discomfort. The US OSHA
tates that the average exposure for healthy adults during an
-h work day should not exceed 5000 ppm (0.5%). For short-
erm (under 10 min) exposures, NIOSH recommends a limit of
0,000 ppm (3%). NIOSH also states that carbon dioxide concentra-
ions exceeding 4% are immediately dangerous to life and lethal
f the concentration exceeds 10% as this stops breathing almost
mmediately. For this reason, the rooms where SFC instruments
re operated should be well ventilated and there should be warn-
ng devices wherever carbon dioxide is stored or used in significant
mounts. People should never be alone close to an SFC instrument.

Careful, detailed attention should be paid to the proper cleaning
nd maintenance of the SFC instruments [456]. This is particularly
rue for the large-scale instruments used in preparative chromatog-
aphy but applies to analytical instruments as well. Consideration

f these operations, their procedures and constraints must be
nvolved in the design of instruments. Dead-ends and other zones
ifficult to clean up, wash or swipe should be avoided. Draining of
he solvents used for periodic clean-ups must be rapidly completed.
reventive maintenance should be planned and done carefully. The
ogr. A 1218 (2011) 1037–1114

operation of high-pressure equipment requires a high level of relia-
bility and the fulfillment of drastic safety requirements. All sensors
should be calibrated periodically and safety sensors continuously
logged. Certain critical parts must be changed periodically, e.g., the
check-valves and membranes of pumps, the autoclave closure sys-
tems, the gaskets, the sintered disks, which may get plugged and
deform, then break, the automatic valves that control the process
operation.

11.2. Control of the experimental conditions

11.2.1. Temperature regulation
It is most important to be able to accurately set and control the

column temperature. The closer the column temperature to the
critical temperature of the mobile phase, the smaller should be the
fluctuations or drifts of the column temperature, due to their large
influence on the density of fluids near their critical point [13]. The
column oven should hold a thermal exchanger located upstream
the sampling device and the loop of the sampling valve. Tempera-
ture gradients along the column should be checked and monitored
by placing temperature sensors along the column. Sufficient time
must be allowed for thermal equilibration before using the column
for meaningful chromatographic work. Radial temperature equili-
bration is slow. During this time, radial thermal gradients exist and
they affect the radial distribution of the viscosity and the velocity of
the mobile phase, with deleterious effects on the column efficiency.

11.2.2. Pressure and flow rate regulation
The convection of the mobile phase in chromatography is char-

acterized by two important parameters, the mobile phase velocity
and its density. The first one affects the column efficiency and the
separations achieved; the second, the equilibrium constants and
the separation factors. They need to be regulated separately. Three
parameters are relevant to discuss mobile phase flow rates in chro-
matography, the inlet and the outlet pressures and the flow rate.
Due to the finite compressibility of all fluids, only the mass flow
rate, not the volume flow rate is constant along a column. This flow
rate can be suitably regulated by using a metering pump kept at
constant temperature. It can also be regulated by combining regu-
lators for two of the following three parameters, the inlet pressure,
the outlet pressure, and the flow rate. These different approaches
have been studied.

In liquid chromatography, the compressibility of the mobile
phase is neglected, so only the flow rate needs to be regulated,
which is done by the pump of the instrument. The inlet pressure
depends on the flow rate. The outlet pressure is usually atmospheric
but it can easily be set at values far exceeding the atmospheric pres-
sure when needed. It suffices for that to connect a long piece of a
narrow tube at the detector exit, providing that the detector cell
can stand the increased pressure achieved there. This method has
long been used in liquid chromatography to determine the influ-
ence of the local pressure on retention factors and equilibrium
constants [457]. It permits the easy operation of columns with out-
let pressures up to 200 atm. In gas chromatography, either the inlet
pressure or the flow rate is regulated while the outlet pressure is
atmospheric. Since columns are often operated in temperature pro-
gramming, the flow rate regulation is preferred but may be difficult
to achieve properly for open tubular columns.

In SFC, the outlet pressure must be kept well above atmospheric
pressure to obtain a sufficiently large average mobile phase den-
sity in the column and a moderate variation of this density along

the column. Two solutions have been used, a flow rate regulation
upstream and an outlet pressure regulation or a flow rate regula-
tion upstream, and a flow rate resistance placed downstream the
column, with its outlet at the atmospheric pressure. The flow rate
regulator is usually a pump.
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The drawback of flow rate regulation without back-pressure
ontrol is that both the column inlet and the outlet pressures
ncrease with increasing flow rate. The column average pressure
an be set independently of the flow rate but only provided that
he inlet and outlet pressures be properly adjusted. Because reten-
ion factors depend on the local pressure, this somewhat hinders
he flexibility of the instrument and makes difficult conventional

easurements of the column efficiency which should be done at
onstant retention factor. The importance of this drawback depends
n the viscosity of the mobile phase and on the column permeabil-
ty. The problem is very different for analytical applications and for
hysico-chemical investigations. In the former case, once a method
as been developed – and that will be longer and more difficult
han in HPLC – the flow rate is kept constant and the reproducibil-
ty of the acquired data is easily achieved, provided that the pump
s stable, its setting is reproducible, and that neither the column nor
ny connection or tubing can become obstructed, e.g., by packing
aterial or particles in suspension in the feed or the eluent. Then,

ccurate measurements of the inlet and outlet column pressure
ill suffice. In the latter case, the measurements should be made

t constant average mobile phase density along the column when
arying progressively the mobile phase flow rate.

Sandra et al. [64] recently showed that the simple combination
f flow rate regulation upstream and a flow rate resistance down-
tream could be applied in SFC chromatography. These authors
arried out impressive separations, using as the mobile phase mix-
ures of liquid carbon dioxide, methanol or water, and possibly
ther additives, which were obtained by merely regulating the
obile phase flow rate. They combined a metering pump and a
ixer to supply a constant volume flow rate of the mobile phase to

he column. This arrangement is quite satisfactory when the detec-
or operates at the column outlet pressure. Two detectors that are
mportant in SFC, however, must be operated under pressures much
ower than the column outlet pressure, the mass spectrometer and
he evaporative light scattering detector. The flow rate is no longer
egulated in the downstream connecting tube between the column
nd the detector, the expansion of carbon dioxide may result into
hase separation taking place in this tube and resulting in signal

nstabilities [458]. Chester and Pinkston [458] proposed the use of
stream of a make-up fluid of regulated composition and pressure,
rovided by an auxiliary pump. This stream is mixed with the col-
mn eluent and sent to the detector. The experimental conditions
re set at such values that the T-mixer is at a constant pressure and
hat phase separation does not take place in either the T-mixer or
he downstream connecting tube. The schematics of these different
olutions are illustrated in Fig. 45. Because the behavior of ternary
ixtures is mostly unknown, it is advisable to use the mobile phase
odifier as the solvent in the stream of make-up fluid [458].
Accurate flow rate or pressure programming might require a

ressure regulator at the column outlet or, better, at both ends of
he column, with all the difficulties associated with the use of outlet
ow rate regulation. Finally, the expansion of the mobile phase at
he column (or detector) outlet and the release of carbon dioxide
hould be made in a proper container, allowing separation of the
odifiers and additives from carbon dioxide and the safe exhaust

f this gas to a hood, avoiding its accumulation in the laboratory
see Section 11.1).

1.2.3. Programming
The retention factors in SFC depend much on the tempera-

ure and the pressure, essentially through the influence of these

arameters on the density of the mobile phase. The most impor-
ant changes in the retention factors take place in the inflection
egion of the isotherms, i.e., in the vicinity of the critical point.
or practical reasons, it is easier to operate at a temperature about
0 ◦ C higher than the critical temperature, particularly for sep-
ogr. A 1218 (2011) 1037–1114 1099

arations carried out using pressure or flow rate programming or
done in gradient elution with programming of the concentration
of organic modifiers; also, raising linearly the pressure at a mod-
erate speed is recommended [13]. What is required is a gradual
increase in the solubility of the sample components in the mobile
phase.

When the inlet pressure or the column temperature is increased,
the mobile phase density varies. Under steady-state conditions, the
mass flow of the mobile phase is constant along the column, so
the product of the local mobile phase density and the local veloc-
ity remains constant. At constant temperature, the density of the
mobile phase increases with increasing local pressure. The purpose
of programming, in contrast to steady-state, aims at accelerating
the elution of the most retained components of the analyzed sam-
ple. For this purpose, the temperature may be increased at constant
mass flow rate of mobile phase, which, under certain circumstances
may increase the retention by decreasing the mobile phase density.
Alternate solutions consist in increasing the mobile phase velocity
at constant average density of this mobile phase or in increasing
the density of the mobile phase, in order to decrease the retention
factors. The latter option is the most effective by far.

To increase the flow rate, the pressure difference between the
inlet and the outlet pressures must be increased, which may be
done at constant inlet pressure, in which case the average column
pressure decreases and retention factors increase, or at constant
outlet pressure, in which case the average column pressure hence
the density increase and the retention factors decrease, or at con-
stant average column pressure, hence average density of the mobile
phase, leaving the retention factors nearly constant. Keeping con-
stant either the inlet or the outlet pressures of the column being
easier than keeping constant the average column pressure, one
of the first two options is usually preferred. Constant mass flow
rate of the carrier gas has become the favorite implementation
of gas chromatography in temperature programming. The same
technical approach could probably be adopted in SFC but it is not
practical with packed columns since only slow increases in the
temperature are consistent with a nearly homogeneous radial tem-
perature, hence with keeping a reasonable value of the column
efficiency.

11.3. Sampling and sample introduction

Conventional HPLC sampling valves are recommended. Syringe
injection as was done in GC would be too dangerous, if ever pos-
sible, given the high inlet pressure used in SFC and the fragility
of glass syringes. Coym and Chester have traced a major source of
inaccuracy in SFC to the evaporation of the mobile phase from the
injection loop [459]. The loop is then filled with gas instead of liq-
uid, as it is in HPLC, where the same injection system is used. This is
a major source of loading problems and of imprecision, explaining
the lack of reproducibility of peak areas [459]. Taking proper steps
to make sure that all gas is purged before injection of the sample
usually result in a precision comparable to that achieved in HPLC.

To increase the sample loading capacity in SFC when the sample
solubility in the mobile phase is limited, Yamauchi et al. suggested
a combination of sample injection and solvent extraction followed
by SFC analysis [460]. They recommended injecting the sample in a
small vessel packed with solid (non porous) particles and extract-
ing the sample components by stepwise increase of the pressure
in the vessel. The sample can also be mixed with these particles,

avoiding the use of a solvent. The solubility of heavy components
increasing with the pressure of the SFC mobile phase, the pro-
gressive extraction of most components is possible. The residual,
insoluble components can be recovered, extracted and analyzed by
HPLC.
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ig. 45. Regulation of the mass flux of mobile phase in SFC. Left, Top: Schematics
ow rate regulation with low-pressure detectors. Right, Top: This instrument uses a
ight, Bottom: The instrument uses a pressure-regulated make-up flow (provided b

eading to the detector inlet. The pressure in the T-mixer is regulated by the make-

1.4. Detection

Several detectors have been used in SFC. Most conventional
etectors of HPLC are convenient. Optical detectors such as the
V–vis spectrophotometric detector, the diode-array UV detec-

or, infra-red spectrophotometric detectors or the refractive index
etector require the availability of a cell able to operate under
ressures of at least 200 bar. These cells are usually available. The
ass spectrometric detector requires a suitable expansion cham-

er. These detectors can be used with most mixtures of sub- or
upercritical fluids and organic modifiers. In contrast, the flame
onization detector (FID), which has been used in SFC by numer-
us authors [461–463] does not give useful signals in the presence
f large concentrations of organics. It is a useful detector when the
obile phase contains only carbon dioxide, water, argon, or even

itrous oxide (the most dangerous mobile phase, which should be
sed only when absolutely needed and with great caution [10]).

The response of the UV-detectors is usually not linear, partic-
larly in the measurements of isotherm data and in SFC, when
ample concentrations tend to be large. So, calibration curves are
ecessary and different methods have been developed for this pur-
ose, particularly in HPLC [394,464–466]. The same methods can be
sed in SFC. Ottinger et al. [223] suggested the following equation
o correlate concentration and detector signal (s)

= b1 ln
b2

b2 − s (170)

here b1 and b2 are numerical coefficients. This simple equa-

ion involves only two positive coefficients. When working with
xpensive compounds, it is worthwhile to minimize the amounts
eeded, hence to derive the calibration curve from the profiles of
verloaded injections performed when determining equilibrium
sotherms using the inverse method. This can be conveniently done
ventional regulation of the flow stream. Left, Bottom: Schematics of conventional
ure-regulated vent; the tee below the pressure regulator operates as a flow splitter.
essure-regulated pump) working with the stream from the column into a restrictor
mp [458].

by minimizing the sum of square of errors defined as

J =
N∑
k=1

(
C0
k
V0 − Q

∫
Ck(t)dt

C0
k
V0

)2

(171)

where C0
k

is the concentration of the sample of rank k injected in the
loop of volume V0, Q is the amount of sample in the loop, and Ck(t)
is the corresponding elution profile. Minimization of J provides the
best values of b1 and b2. Obviously these coefficients are functions
of the experimental conditions. If the value of J is too large, a dif-
ferent, possible more complex equation should be used instead of
Eq. (170).

As recently pointed out by Berger and Fogleman [467], it is most
difficult to perform trace analyses in SFC, at least when using the UV
or another spectrophotometric detector. The main reason for which
SFC provides less sensitive detection is the relatively large noise of
the signal. The response of spectrophotometric detectors is sensi-
tive to changes in the refractive index of the mobile phase, because
fluctuations of this index affects the refraction angles hence the
amount of light reaching the light detector at the exit of the detector
cell. Refractive index is most sensitive to the density of carbon diox-
ide, and also to the pressure and temperature [468]. This sensitivity
is such that fluctuations of the pressure at the exit of the conven-
tional pumps used in SFC are the source of the noise observed,
much larger in SFC than in HPLC because the same relative pressure
fluctuations affect much less the refractive index of a conventional
liquid than that of a fluid in the critical region [467]. Sun et al. pro-

vided extensive data on the refractive index of carbon dioxide and
its mixtures with ethanol in a range of concentrations from 0 to
0.35 mole fraction, as a function of temperature and pressure, as
tables and figures [468]. Berger and Fogleman [467] showed that
the noise can be dramatically reduced by separating the two func-
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ions of the pump, using a typical compression pump as used in SFC
quipments to feed an HPLC pump used merely as a metric pump
o transfer a constant flow rate of eluent to the column head, with

inimum pressure noise.
Most manufacturers of SFC units used to have kits that allow the

ID to replace the standard UV/vis detector. This option seems to
ave disappeared since the use of organic modifiers has become
early universal. The critical issue is the decompression of the
igh pressure water and/or carbon dioxide stream when it must
e switched from the SFC condition to those necessary for the FID.
he CO2 evaporates during this exchange as the pressure is reduced
nd the temperature increases. Corrosion by hot concentrated solu-
ions of carbon dioxide in water may be a problem and may render
ecessary the use of titanium. Fogwill et al. described a system
hat can overcome these obstacles [286]. These modification can
e carried out in the following way. The outlet of the column will
e connected to a dead volume stainless steel tee union. If a large
ow rate is expected, this tee may be fitted with different diam-
ter fused silica tubing. One side of the fitting will be attached to
he FID while the other is attached to a waste container designed
o accept high pressure and temperature water/CO2. Usually these
ontainers are designed as cyclone separators as described by Zhou
t al. [461]. By choosing the proper ratio of tube diameters the con-
rol of the flow into the FID can be maintained. Initial optimization
f the FID would have to be carried out. Miller recommends set-
ing the initial flow rates of hydrogen gas and air to the routine
ows of 30–40 mL/min and 300–400 mL/min, respectively [469].
et both the inlet flow of hydrogen and air should be checked and
ptimized periodically, as recommended by Buser et al. [470]. The
esponse factors would also require investigation. Even though the
ID response factors has been extensively researched by both Dietz
471] and Ettre [472], the experimental conditions under which SFC
ould be run to make practical the use of a FID, using water modi-
ed by CO2, or conversely, should be carefully tested to ensure its
aximum accuracy.
The evaporative light scattering detector (ELSD) should be eas-

er to use in SFC than in HPLC due to the ease of vaporization of
he mobile phase after its nebulization. Numerous applications of
he ELSD have been reported [123]. Deschamps et al. separated a
eries of ceramides under subcritical conditions and reported that
he response of the ELSD was improved by addition of equimolec-
lar amounts of triethylamine and formic acid to the eluent [473].
esellier et al. separated skin lipids on a column that was not com-
atible with these additives, so they added them downstream from
he column [474]. Carbohydrates and various lipids separated by
FC were also detected with ELSD. The major problem encountered
n the use of the ELSD in SFC is phase separation of the eluent in the
ube connecting the column and the detector, in which consider-
ble expansion of the eluent takes place [458]. The use of a stream of
ake-up fluid of properly selected and regulated composition and

ow rate permits avoiding the instabilities of the detector signal
hat phase separation may cause (see Section 11.2.2).

A variety of mass spectrometers have been used as detectors
n SFC, e.g., quadrupole and time of flight instruments. The ability
o carry out fast data acquisition is important. Because the outlet
ressure of an SFC column is not always constant, particularly in
he cases of pressure or flow rate programming, the split ratio of
he mobile phase does not remain constant when the eluent is split
nd sent to two different detectors. This might cause difficulties
ith mass-flow sensitive detectors, like the FID and the MS.
1.5. Fraction collection and product recovery

The problems raised by the recovery of the purified or separated
roducts are very different depending on the scale of the production
onsidered. This is related to the characteristics of carbon dioxide,
ogr. A 1218 (2011) 1037–1114 1101

which is highly toxic in large concentrations and practically not at
low concentrations, which is not very expensive and can be vented
to the atmosphere for low flow rates but should be recycled for
economic and toxicity reasons for large flow rates [475]. They also
depend on whether the eluent is pure CO2 or contains a significant
amount of a modifier.

The recovery of the purified compounds from the fractions col-
lected at the end of an SFC column is not straightforward. The
fractions could be collected and stored under pressure, then grad-
ually depressurized, in which case collection could be complete
if the decompression is made slowly enough [37], which is time
consuming, but difficult to avoid because flash vaporization of liq-
uid carbon dioxide is endothermal and generates aerosol mists
that carry away part of the products and are difficult to collect.
Rapid depressurization leads to the freezing of a large fraction of
the eluent or rather of its content, although losses of up to 25%
were observed by Heaton et al. when they directed the separated
fractions of a mixture of benzoic, phthalic, tri- and tetra-carboxylic
benzene separated by SFC to a trap [476]. They attributed these
losses to the formation of aerosol mists escaping the traps. A simi-
lar problem arose in preparative gas chromatography, a separation
process that has been nearly abandoned [477]. The slow cooling
of the stream of purified fractions in a tube arranged as a heat
exchanger provided recovery yields in excess of 95%. Centrifuga-
tion of the mist could also provide excellent recovery. Heaton et al.
[476] could achieve high recovery yields of 95% or more by bub-
bling the rapidly decompressed eluent through a small volume of
methanol. The presence of an organic modifier in the eluent may
also helps in increasing recovery yields. Warming up the trap could
also be an option but has to be done carefully to avoid losses of the
vapor.

The feed components need to be separated from the eluent once
collected at the column exit. One of several different processes or
a combination of several can be used [399]. These include pressure
and/or temperature changes, adsorption, membrane separation, or,
when the mobile phase contains an organic modifier, a reduction
of its concentration. Generally, a decrease of temperature alone is
insufficient to recover a sufficient proportion of the product but it
can increase much the yield afforded by other means. A drastic pres-
sure reduction separates the carbon dioxide from the organics that
it contains. However, this process wastes much energy as the fluid
must be recompressed; furthermore, it would deliver the product
in solution in the organic modifier, which may be acceptable only
for the production of small amounts, in laboratory applications or
in many pilot development studies. An adsorption process during
which the carbon dioxide remains supercritical is much more eco-
nomical [478]. However, the product must be recovered from the
adsorbent and this delicate operation must be carefully considered
and well thought out.

11.6. Columns

Although open tubular columns similar to those used in
gas chromatography have been successfully used in SFC and
have permitted the achievement of numerous difficult analyses
[40,479,480], this approach is now abandoned and there are now
many more similarities between SFC and HPLC than between SFC
and GC. The considerable advantages of open tubular columns in
GC do not convey well to HPLC nor to SFC. Packed columns used in
HPLC give excellent results in SFC [45]. Fluids used in SFC dissolve
the films of nonvolatile polymers that are used in GC, so the conven-

tional packed or open tubular columns of GC are impractical, unless
the film is cross-linked to a moderate degree, to make it really insol-
uble [13]. Adsorbents such as porous silica, alumina, titania, carbon,
or molecular sieves have been used with success. The most com-
mon packing materials are those used in HPLC, chemically bonded
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orous silica. Because the viscosity of mobile phases are low, fine
articles can easily be used without requiring high inlet pressures
35].

Sie and Rijnders noted that increasing the polarity of the station-
ry phase in SFC (e.g., with carbon dioxide as eluent or as largest
luent component) increases the separation of sample components
y functional groups [481]. This was long considered as consistent
ith SFC being primarily a sophisticated version of normal phase
PLC, when analysts were reluctant to add modifiers to the mobile
hase. It is clear now that mixed mobile phases, with moderate con-
entrations of an organic modifier, provide excellent separations
f a wide range of polar compounds. Berger and Berger reviewed
ecently the wide range of columns and stationary phases used in
FC, most borrowed from HPLC, and of the few specifically made
or SFC separations [35].

Practical applications of chromatography often require the
imultaneous separation of several components, particularly of
nantiomers from each other and from numerous other compo-
ents of a synthetic mixture. Also, it is often difficult to predict
hich chiral stationary phase will provide a satisfactory resolu-

ion for an unfamiliar pair of enantiomers, in which case it is
onvenient to check rapidly the separations provided by different
olumns. Welch et al. modified a commercial instrument with addi-
ion of a system of six-position high-pressure connecting valves
ach controlling a bank of five different columns and a pass through
ine [482]. This system permits the rapid screening of 10 different
olumns and of 15 different combinations of columns, providing
asy, rapid screening of column arrangements for the separation of
omplex mixtures.

In preparative SFC as in preparative HPLC, axial compression
olumns are preferred because the bed homogeneity and stability
s easier to achieve and maintain [42].

1.7. Mobile phases

High-density gases (in their subcritical state), mixtures of such
ases and organic solvents (modifiers), mixtures of supercritical
uids and organic solvents, or of supercritical fluids have been
sed as mobile phases in SFC. The most popular fluid by far is
arbon dioxide. Other compounds like nitrous oxide (N2O) and
mmonia have also been used. Unfortunately, they are both danger-
us to handle, gaseous ammonia being a violent toxic and nitrous
xide an unstable, strong oxidant [10], which should be avoided
or this reason. At first glance, nitrous oxide seems to be quite
n attractive SFC fluid because its critical properties are similar
o those of CO2 and it has a dipole moment and is a much bet-
er solvent of organic compounds. However, its mixtures with
rganic compounds are potentially explosives and serious acci-
ents are reported in the literature [10,9]. Organic modifiers should
ever be used with nitrous oxide, only small samples of organic
ompounds, at low concentrations could ever be considered and
sed only with extreme caution. Nitrous oxide should never be
sed as a mobile phase in preparative SFC. Argon and xenon
ave been used as supercritical fluids and have shown advantage
hen infra-red absorption is used for detection, since they are
onoatomic.
Most commonly used modifiers are hydrocarbons (propane,

yclohexane, and benzene); low polarity organic solvents like
ichloromethane [140], ethyl acetate, acetone, tetrahydrofuran,
nd diisopropyl ether; and polar solvents commonly used in HPLC,
ike methanol, 2-propanol, and acetonitrile. The use of mixtures of

thanol and carbon dioxide (50–75% carbon dioxide) has been rec-
mmended by Dos Santos [129,483] to replace aqueous solutions of
cetonitrile for the separation of e.g., nucleobases. All these solvents
an be used at temperatures up to ca. 100 ◦ C or higher but thermal
tability limits the use of many of them at higher temperatures.
ogr. A 1218 (2011) 1037–1114

Water mixed with carbon dioxide is used at high temperature.
The surface tension of water decreases rapidly with increasing
temperature beyond 150 ◦C, causing a much higher solubility of
organics in water.

11.7.1. Enhanced fluidity mobile phases
Numerous authors use as the mobile phase mixtures of carbon

dioxide and of solvents conventional in HPLC. The concentration
of the organic solvent is usually higher than 50%, which is why the
approach has been given a different name to underline the fact that
the essential role of carbon dioxide in this case is to enhance the flu-
idity of the eluent and increase the diffusion coefficients. The use
of enhanced-fluidity chromatography has been particularly stud-
ied by the groups of Sandra and of Olesik [60,129,141,484]. Lee
and Olesik used mobile phases made of n-hexane for the analy-
sis of low-polarity compounds in normal phase chromatography.
The addition of carbon dioxide increases the column permeabil-
ity and its efficiency. It also increases the polarity of the mobile
phase, decreasing the retention factors. The �∗ Taft coefficient
of the mobile phase increases with increasing mole fraction in
CO2 and reaches the asymptotic limit at ca. 0.70. Yuan and Olesik
[138] have used this approach to perform size exclusion sepa-
rations of polystyrenes. They reported that an increase of the
carbon dioxide concentration in the mobile phase affect the sep-
arations in much the same way as a temperature increase, up to
ca. 30% CO2. The column efficiency increases, particularly at high
flow velocities, the optimum velocity becomes higher, and the
peak asymmetry decreases. However, for concentrations exceeding
50%, the mobile phase strength decreases and selective adsorption
takes place. An increase in the pressure can restore the solvent
strength.

Using fluoroform (CF3H) as co-solvent, Zhao and Olesik
[485] investigated the separation of mixtures of antidepressants
(amitriptyline, nortriptyline and related compounds). The mobile
phase was a mixture of methanol, CF3, and a 20 mM phosphate
buffer. The addition of CF3H improved the performance, increasing
the column efficiency and decreasing the retention times. Fluoro-
form has important advantages over carbon dioxide, with a critical
pressure of 48 atm and a critical temperature of 299 K. It is inert,
nonflammable, polar and polarizable, and has a low toxicity. Sun
and Olesik [486] compared the separations obtained for eight pairs
of enantiomers on vancomycin, in normal phase chromatography,
using SFC, HPLC and enhanced-fluidity liquid chromatography, this
last method being defined as using a mixture of conventional HPLC
eluent and no more than 50 mol% of carbon dioxide. They reported
that the reduced viscosity of the eluent and the increased diffusion
coefficient permit operation of the column at higher flow veloc-
ities, leading to faster separations. The resolution and selectivity
were generally greater than in SFC. Results tend to be better when
CF3H is used instead of CO2.

Recently, Santos Pereira et al. [129] demonstrated the use of
mixtures of ethanol, an aqueous buffer of ammonium formate at
pH = 3, and carbon dioxide as the mobile phase used for HILIC sepa-
rations at 40 ◦C, on bare silica of samples of nucleic bases, caffeine,
theophylline, cortisol and flurbiprofen. The addition of a stream
of carbon dioxide at increasing flow rate from 0 to 1 mL/min to a
stream of ethanol/buffer at the constant flow rate of 0.5 mL/min
results in increasing retention and a much improved resolution
up to 0.75 mL/min of carbon dioxide. The separation achieved is

nearly the same as with a solution of the same buffer in ace-
tonitrile but the elution orders are different (inversion between
T and U).

From the literature [60,129,141,484], it seems that the advan-
tages of enhanced-fluidity chromatography are as follows
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. The eluent viscosity is at least one order of magnitude lower
than that of common HPLC solvents, permitting elution at higher
mobile phase velocities, the use of longer columns, and/or of
columns packed with finer particles [60,141].

. The diffusion coefficients are larger, intermediate between those
found in HPLC and in SFC, resulting in a markedly higher opti-
mum velocity and lower mass transfer resistances than in HPLC.
The optimum velocity for maximum efficiency is higher.

. The separations performed are generally better and always
faster, particularly in chiral chromatography and in normal
phase chromatography.

. The easily adjusted composition of the mobile phase achieved by
selecting the nature of the fluid (CF3H or CO2) and its concentra-
tion (often between 30 and 70 mol%) permits a great flexibility
in modulating the separation factors.

. Interactions of ionogenic compounds with CO2 affect their reten-
tion. Adjusting the concentration of CO2 has effects similar to
those of adjusting the pH and make it possible to affect the
elution order without using a buffer. The detrimental effect of
buffers on the long-term stability of the stationary phase and on
the response of mass spectrometry are thus avoided.

1.7.2. Switchable solvents
Jessop et al. [487–489] have developed an attractive concept,

hat of switchable solvents that can exist in two different states,
eing miscible under one and immiscible under the other. Most
uch pairs involve changes in the concentration of carbon diox-
de in the system. Examples of switchable pairs of solvents are (1)
he pair of water and an organic solvent containing R–C(=NR)–NR2
ith R = C4 H9, which are immiscible but become miscible in the
resence of a large concentration of CO2, the amine group in =NR
ecoming a quaternary ammonium; and (2) an aqueous solution
f tetrahydrofuran and bis-dimethyldiaza[1,6]hexane, which sep-
rates into an aqueous solution of bicarbonate and the quaternary
mmonium of the base and an aqueous solution of tetrahydrofuran.
he advantages of these pairs of solvents is the ease with which a
iphasic system can be turned into a monophasic one by chang-

ng the concentration of carbon dioxide in the system. The use of
imilar pairs could facilitate the separation of the eluent and the
omponents purified by SFC.

1.8. Classification of stationary phases

After having developed a new method of characterization the
tationary phases used in SFC (see Section 7.1.6), a method based
n the use of the linear solvation energy relationship (LSER)
265,274–276], West and Lesellier suggested an original unified
lassification of stationary phases, which they developed after this
arge set of results [279]. HPLC can be implemented as either a
eversed-phase or a normal-phase implementation of liquid chro-
atography, using as the mobile phase one of two widely different

ypes of mobile phases, the first one being an aqueous solution of
n organic solvent, the other one a dry organic solvent or a dry mix-
ure of organic solvents. Conversely, a nonpolar or a polar packing

aterial is used as the stationary phase. In SFC, in contrast, the same
obile phase can be used and SFC be implemented as either a RPLC

r a NPLC method, depending only on the polarity of the stationary
hase. Then, the role of the organic solvent used as the modifier

s essentially to enhance the solubility of the polar components of
he sample and to modify the polarity of the stationary phase by
dsorbing on its active sites [279].
The classification developed by West and Lesellier is a five-
imensional classification that is based on the five coefficients
f the LSER model that the authors had calculated for a hundred
olutes and 28 stationary phases, divided into three groups, non-
olar [265], polar [274], and aromatic [275] (see Section 7.1.6).
Fig. 46. Five-dimensional representation of the solvation parameter models for 28
stationary phases. Green points, nonpolar phases; blue points, polar alkyl phases;
yellow points, moderately polar aromatic phases; orange points, polar phases. Con-
ditions: 25 ◦C, outlet pressure 150 bar, mobile phase, CO2, 3 mL/min. [279], Fig. 5.

This nearly exhaustive classification helps in choosing the station-
ary phase best suited to perform a new separation. To present the
classification, the authors use the similarity factors between the
different chromatographic systems studied.

A detailed analysis of the results obtained shows that SFC is
not really a purely normal phase chromatographic method. The
retention factors measured in SFC on neat silica and on ODS silica
correlate reasonably well with log P where P is the octanol/water
partition coefficient, similar to the retention behavior observed in
NPLC and in RPLC, respectively. On many other stationary phases,
however, there is no correlation at all [279]. Furthermore, the addi-
tion of methanol as a modifier does not uniformly decrease the
retention of polar compounds, retention decreases first, then goes
through a minimum and increases with increasing modifier con-
centration, with log k = aC2 − bC + c. It has also been reported that
the use of hexane as the organic modifier has an effect on retention
similar to that of methanol.

The results of the classification of the stationary phases are illus-
trated by a diagram (Fig. 46). The solvation vectors are those defined
by Ishihama and Asakawa [490]. Each stationary phase i is repre-
sented by a vector of length

ui =
√
e2
i

+ s2
i

+ a2
i

+ b2
i

+ v2
i

(172)

The diameter of the circle representing this stationary phase in the
figure is proportional to ui. The vector is the sum of the five compo-
nents projecting on the five axis as ei/ui, si/ui, ai/ui, bi/ui, and vi/ui.
The angle between two vectors, �i, can be calculated according to
the rules provided by Ishihama and Asakawa. There are three major
groups of phases, nonpolar ones, which have no polar groups (in the
circle in the top left of the figure), polar ones (the group at the bot-
tom right of Fig. 46, in a wider arc than the previous group), and
the intermediate phases, which are more widely scattered, between
n-butyl-bonded silica (C4) and pentafluorophenyl-propyl-bonded

silica (PFP) and between amide-embedded hexadecylsiloxane-
bonded silica (PE1) and phenylhexyl-bonded silica (L-C6P), almost
all of which contain aromatic groups. The angle between the vectors
are related to the informational equivalence, similarity or differ-
ence between the retention patterns provided by the corresponding
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tationary phases. The phases contained in a circle in Fig. 46 should
e considered as practically equivalent. All polar phases should not
e considered as equivalent even when their representative bub-
les are close because they may exhibit similar interactions but
ith significantly different intensities. Nevertheless, it would be

mprobable that two compounds that coelute on one phase could
e resolved on another phase having an image close to that of the
rst one in Fig. 46.

The methods developed by West and Lesellier were used to com-
are the retention characteristics of a series of columns packed
ith various C18-bonded silica particles [277] and to select a

et of nearly orthogonal systems for the separation of a number
f components of sunscreen products. The phases selected were
-butyl-bonded silica (i), octadecyl- and phenylpropyl-bonded
ilica (ii), phenyloxypropyl-bonded silica (iii), and 2-ethylpyridine-
onded silica (iv). All four phases provide markedly different
lution order. The latter three phases all provide nearly complete
esolution of the 7-component mixture but phases i and iv afford
arkedly different elution order [278].

2. Applications

SFC being used mostly with a low polarity eluent (CO2 mod-
fied by a polar organic solvent) and a polar stationary phase
porous silica or polar ligands bonded to porous silica) is often
ightly considered as an implementation of normal phase liquid
hromatography. This implementation complements effectively
lassical RPLC, which uses a polar eluent (H2O, modified by an
rganic solvent) and a nonpolar stationary phase (alkyl ligands
onded to porous silica). Currently, its applications in prepara-
ive chromatography are more varied, more numerous, and more
mportant than its applications in actual analysis.

2.1. Analytical applications

As happened also in the beginning of GC, then of HPLC,
he separation of alkanes, of cyclic and aromatic hydrocarbons
as investigated by many [16,40,44,236,479,491–493]. The initial
evelopment of SFC was hampered by the use of pure carbon diox-

de as the mobile phase. This fluid has limited solubility for polar
ompounds which resulted in large retention factors, long analy-
is times, low sensitivity since the sample sizes were limited and
he peaks were wide and short due to their long retention times,
ence the need to implement programming of the mobile phase
ensity, i.e., of the inlet and/or the outlet pressure, causing difficul-
ies with the regulation of the flow rates. With the recent advent of
ophisticated instruments SFC has matured today to a major sep-
ration method, which can provide analyses offering performance
omparable to those of HPLC in terms of resolution power, speed of
nalysis, reproducibility of the data supplied. Modern SFC is often
arried out with a complex mobile phase made of carbon diox-
de, an organic or primary modifier and, frequently, an additive or
econdary modifier (see Section 7.1.3).

In summary, under the experimental conditions currently avail-
ble, SFC can be run with one of many columns packed with
articles of a chemically bonded phase having polar ligands and
luted with a carbon dioxide based mobile phase with some polar
dditives. So, this chromatographic method appears to be a separa-
ion method far closer to HPLC than to GC, because retention factors
an be modulated in a wide range. Actually, as explained above, SFC

s close to NPLC, over which it has the advantages of using a far less
iscous mobile phase, with much higher diffusivities, and of using
phase system in which the equilibrium constants are much less

ensitive to the presence of small concentrations of highly polar
ompounds, e.g., water. This makes SFC a separation method with
ogr. A 1218 (2011) 1037–1114

a mechanism that can be nearly orthogonal to that of RPLC, a great
potential advantage for two-dimensional chromatography [494].

If the pressure at the column outlet is set at a relatively high
level, in practice larger than 60 bar and the column is operated
at a temperature slightly above ambient, the two methods have
similar behavior and complementary applications [123]. Not only
polar compounds but now ionogenic compounds and ions can be
separated, using proper additives, e.g., ammonium salts, compat-
ible with LC/MS coupling, like ammonium formate or acetate as
secondary modifiers [495]. The critical effect of the salt may arise
either from the formation of ion-pairs between the additive and
the analytes and/or from the adsorption of the salt on certain sites
of the packing material (deactivation). For example, without sec-
ondary modifiers, there is no elution of p-toluenesulfonate even
in the presence of a high methanol concentration, while elution
of symmetrical peaks with retention factors of the order of 6 takes
place with tetrabutyl ammonium (2.5 mM) as the additive. A mem-
ory effect persistent for several hours suggests that the cause of
the salt additive effect is due to strong chemisorption of the salt
additive on the adsorbent surface [496].

SFC is used in the pharmaceutical and the specialty chemicals
industries. It has been used to separate numerous pairs of enan-
tiomers and even to separate medium size peptides (angiotensin I,
II, and III, urotensin II, and sauvagine; the last one, with 40 amino
acid residues, including 4 basic and 7 acidic ones, has a molecular
weight of 4500) [497]. One of the most important advantages of
SFC in the drug discovery process is the great speed with which
the purified components derived by organic synthesis can be sepa-
rated from the mobile phase, once the corresponding fractions have
been collected at column outlet. A large number of drugs and other
compounds of clinical interest have been analyzed by SFC. Actu-
ally, Sandra advocates the use of HPLC instruments with injection
of liquid carbon dioxide at a regulated flow rate into the stream of
a conventional HPLC mobile phase, with careful degassing of the
eluate and venting of the carbon dioxide [64]. SFC complements
excellently RPLC, particularly for the analysis of highly hydrophobic
compounds [134].

A wide variety of applications of SFC to the analysis of foods (e.g.,
lipids, sterols, polyphenolic compounds or traces of pesticides),
of natural products, of fossil fuels, of monomers, oligomers, poly-
mers and polymer additives (e.g., plasticizers), of pharmaceutical
intermediates, achiral or chiral [123] have been reported. Sandra
et al. [60] demonstrated the determination of pesticides in fruit
juices, of polycyclic aromatic hydrocarbons, triazines, chlorophe-
nols, and phenoxy acids in water samples by a coupling on- or
off-line of supercritical fluid extraction, SFC, and mass spectrom-
etry. The convenient sample preparation, including addition of
internal standards and derivatization of acidic solutes after extrac-
tion and before separation allowed trace detection below the ppb
level.

12.1.1. Chiral separations
Since the first chiral separations by SFC [498], almost all chiral

separation phases (CSPs) used in gas or liquid chromatography have
also been successfully used in some implementation of SFC [43,52].
Perrut demonstrated preparative separation of enantiomers with
significant production rate and high enantiomeric purity [42].
The two enantiomers of 2,2,2-trifluoro-1-(9-anthryl)ethanol were
separated and purified on a 76 mm × 60 mm (S)-thio DNB Tyr A-
bonded silica column eluted with a 96/4% solution of ethanol in
CO2 at 293 K, with an average pressure of 20 MPa. The enantiomeric

purities of the two enantiomers were 96 and 94%. Medvedovici et al.
studied the separation of 44 pairs of enantiomers (ˇ-blockers, ˇ-
agonists, benzodiazepines, non-steroidal anti-inflammatory drugs,
barbiturates, free and derivatized amino acids) on common chi-
ral stationary phases (Chiralcel OD and AD, Chirobiotic V and T)
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nder the same subcritical conditions, pressure 200 bar, flow rate
ml/min., carbon dioxide modified with a 5 min gradient of 5–30%
ethanol, with 0.1% of TFA and 0.1% triethylamine (TEA) [61].
nder these conditions, over 70% of the enantiomers were resolved
n Chiralcel AD with a resolution exceeding 0.4. Baseline sepa-
ation could then be obtained almost always by fine-tuning the
arameters of the separation. Later, this procedure was improved
y running the separations under a set of different standard condi-
ions, with an outlet pressure of 110 bar, a temperature of 35 ◦C,

methanol concentration gradient, 0.2% TEA and a flow rate of
.5 ml/min for the first 20 min, then ramped up to 4.5 ml/min and
old until total elution of the sample [62]. The use of SFC/MS per-
its the rapid and accurate determination of the enantiomeric

xcess [42].
Gasparrini et al. [499] separated successfully stereolabile enan-

iomers on a chiral stationary phase, between −50 and −30 ◦C, in
olutions of 2-propanol (5%) or methanol (20%) in carbon dioxide.

olf and Pirkle [500] demonstrated chiral separations at very low
emperatures. on Whelk-O type stationary phases, with a solution
f 10% MeOH in CO2. The enantiomeric resolution, the retention,
nd the column efficiency increase with decreasing temperature,
own to −41 ◦C. The separations are therefore subcritical, actually
ade in HPLC with liquid carbon dioxide as the main component of

he mobile phase. The authors attributed the increase in the column
fficiency to the fact that they used a chemically bonded chiral sta-
ionary phase rather than a polymeric one and the silica surface and
he bonded ligands are easily accessible. Numerous racemic mix-
ures, which could not be separated at ambient temperature were
asily resolved at −10 ◦C. Atropisomeric arylnaphthalenes, which
nterconvert too rapidly at ambient temperature to be separated

ere resolved between −29.5 and −42.0 ◦C.
Liu et al. illustrated the chiral separation power of the macro-

yclic glycopeptide teicoplanin and of some of its common
erivatives [501]. Using 250 mm × 4.6 mm columns, operated at
flow rate of 4 ml/min with a 100 atm outlet pressure, at 31 ◦C,

hey were able to separate completely or partially 92% of a set
f 111 pairs of enantiomers, including heterocycles, analgesics, ˇ-
lockers, sulfoxides, N-protected amino acids, and native amino
cids. The organic modifier was methanol, with concentrations
etween 7 and 67%, with the occasional additions of 0.1 to 0.5%
f triethylamine or trifluoroacetic acid. All separations were per-
ormed in less than 15 min and over two third of them in less than
min. The main advantage of SFC is in its speed of analysis, faster

han that of HPLC.
Garcia-Martinez et al. determined the enantiomeric composi-

ion of samples of (−)-(R)-2-tert-butyltetrahydroimizalodinin-4-
ne by polarometry, 1H NMR, and chiral SFC, with an excellent
greement between the results of the three methods [502]. Ottiger
t al. studied the separation of the enantiomers of 1-phenyl-1-
ropanol on Chiralcel-OD under overloaded, nonlinear conditions
223]. They measured their equilibrium isotherms and their mass
ransfer kinetics. The measurements were carried out at a tem-
erature slightly below the critical temperature (30 ◦C) and under
pressure much above the critical pressure (125–185 bar), using
ethanol as the modifier. The Henry constants of adsorption

ecrease with increasing mobile phase density and with increasing
ethanol concentration. The saturation capacity is independent of

he mobile phase density but increases with increasing modifier
oncentration.

Welch et al. modified a commercial instrument by adding
olumn-connecting valves, for the rapid selection of any combi-

ation of two columns that can be selected from two banks of five
ifferent columns [482]. The five columns in each of the two banks
ould be the same, or one bank could contain chiral columns, the
ther bank achiral columns, or the 10 columns in the two banks
ould be all different chiral columns (see Section 11.6). The authors
ogr. A 1218 (2011) 1037–1114 1105

preferred this last combination on the ground of the ability of chi-
ral columns to separate mixtures of diastereoisomers or positional
isomers being far better than that of achiral columns.

Brunelli developed a method for the analysis of a broad spec-
trum of pharmaceuticals, using a series of five 250 mm × 4.6 mm
columns (Zorbax SB-CN, Agilent) packed with 5 �m particles of
cyanopropyl-bonded silica, eluted carbon dioxide (outlet pressure
100 bar, flow rate 2.0 ml/min, temperature 40 ◦C, organic modi-
fier methanol/acetonitrile (3/1) and 0.5% TFA and diisopropylamine
[63]. This series of columns had an efficiency in excess of 100,000
plates; its selectivity was tuned by changing the concentration of
the modifier and the pressure. The advantages of the method is the
high efficiency achieved, the short analysis time, the tunable selec-
tivity and the convenience of using a wide range of detectors. The
analytes were steroids, xanthines, and nucleotides.

12.1.2. Analysis of peptides
It is becoming critical to perform targeted determinations of

bioactive peptides in complex matrices [134]. The conventional
approach is separation by RPLC. In the case of hydrophobic pep-
tides, however, many impurities are difficult to elute or resolve,
due to solubility problems in the mobile phase. This may severely
hamper the determination of the purity of the studied peptides.
Heavier peptides may have to be digested, the digestion products
separated, identified, and quantified, involving lengthy procedures.
SFC may provide improved and faster analyses of these peptides.
Solubility problems may be alleviated because carbon dioxide is
compatible not only with methanol but also with chloroform, and
many other organic solvents. Typical flow rates are faster than in
RPLC and efficiency often better.

Numerous peptides have been separated under a variety of
experimental conditions [134]. Cyclosporin, a cyclic hydrophobic
undecapeptide, seems to have been the first peptide analyzed with
SFC. A 100 mm × 1 mm column packed with 5 �m particles of C18
bonded silica was eluted with a mobile phase made of a 2% solu-
tion of methanol in carbon dioxide, at 140 ◦C, under an average
pressure of 400 bar [503]. Detection was done by mass spectrome-
try. Preparative SFC was later used for the extraction of cyclosporin
A from a fermentation broth containing a large number (ca. 25) of
similar peptides [504]. The two-step process involved an extrac-
tion followed with a purification made on a column packed with
silica eluted with a mobile phase made of carbon dioxide with 20%
2-propanol. It provided a 98.5% pure product with a yield of ca. 80%
and a production in excess of 2000 pounds.

Among the other peptides separated, analyzed, or purified by
SFC we found actinomycin D and vancomycin [134], gramycidin
A, B, and C [505], their monomeric and dimeric species [506],
angiotensin I, angiotensin II, angiotensin III, urotensin II, sauvagine
[497], bacteriorhodopsin and cytochrome C tryptic digest [507].
Common stationary phases are amine or cyanopropyl bonded sil-
ica or copolymers of styrene and divinylbenzene. Common mobile
phases are mixtures of supercritical carbon dioxide in dominant
proportion, with haloalkanes (e.g., chlorodifluoromethane), and
methanol, ethanol, or 2-methoxyethanol. 0.5% of trifluoroacetic
acid or of a surface-active agent has some times been added to
the mobile phase but other acidic additives (e.g., heptadecafluo-
rooctanesulfonic acid) are more successful at improving the peak
profiles of peptides and at decreasing their retention [134].

12.1.3. Comprehensive SFC × HPLC two-dimensional
chromatography
François and Sandra developed a two-dimensional combination
of an SFC separation on a cation-exchange column loaded with Ag+

ions followed by a RPLC separation on a series of a cyanopropyl-
and a C18-bonded silica columns for the separation of complex mix-
tures of triglycerides [65]. The first, SFC separation was performed
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t 40 ◦ C on a series of two Nucleosil 100-5 SA, 250 mm × 4.6 mm
olumns which had been loaded with Ag+ following the proce-
ure of Sandra et al. [508]. It was eluted with carbon dioxide
nd a 6:4 mixture of acetonitrile and isopropanol. A combined
ressure and composition gradient was applied. The eluent was
rapped on a 7.5 mm × 4.6 mm guard column packed with 5 �m
articles of ODS. The period of the sampling was 1 min. The second
imension column was a 50 mm × 4.6 mm Zorbax SB C18 column
acked with 3.5 �m particles, eluted at 30 ◦ C and 5 ml/min, with
n aqueous solution of acetonitrile under gradient elution. Great
are was taken properly to mix the transferred fractions and the
econd eluent before their injection into the second dimension
olumn and to reduce the CO2 concentration in the second elu-
nt.

The two separations are nearly orthogonal. The former sepa-
ates triglycerides after their number of double bonds and provided

peak capacity of approximately 28. The latter separates the
ample components after the number of their carbon atoms. It
ives a peak capacity of nearly 26. The actual peak capacity
chieved was 550, the loss resulting mainly from undersampling
ut also from incomplete orthogonality of the retention mecha-
isms.

2.1.4. Comparison between SFC and HPLC
The relative advantages of the two methods have been abun-

antly discussed. It is striking that few authors have bothered to
evelop lengthy description of the advantages of HPLC over SFC,
hich are taken for granted by a large fraction of the analytical

ommunity. In contrast, proponents of SFC have written long pam-
hlets attempting to vindicate this latter method. Actually, SFC
ffers important advantages and a balance of problems which com-
lement them; one of its major drawbacks is still related to the lack
f practical, advanced instruments. Others are related to the lack
f any alternative to carbon dioxide as the major component of
he mobile phase. This compound is most useful because it has

low density and a low viscosity but it is hydrophobic and no
uitable hydrophilic supercritical fluid is available. Furthermore,
arbon dioxide should be stored and transported in closed, heavy
ylinders, which makes it far less convenient to handle than the
ommon organic solvents used in HPLC.

An important study comparing the performance of HPLC and SFC
or the separation of many compounds of pharmaceutical interest
as conducted by Pinkston et al. [509]. This study showed very

ittle difference in the overall scope of RPLC vs. SFC for a large library
f compounds and cited several benefits of using SFC (vs. HPLC) in
onnection with the use of APCI-MS for identification of unknowns.

2.2. Physico-chemical applications

SFC provides a fast, accurate, and convenient method of
easurements of many important properties of critical and super-

ritical fluids as was explained in many of the sections of this
eview. It provides determinations of (1) the viscosities of carbon
ioxide, methanol and many other fluids, including their solutions

s a wide range of pressures (from a few to ca. 1000 bar), temper-
tures (from −40 ◦ C to 300 ◦C), and compositions, covering vast
omains of subcritical, near-critical and supercritical conditions;
2) the diffusion coefficients of as many compounds as needed in
hese fluids; and (3) the equilibrium isotherms of these compounds

n any available stationary phase or adsorbent. Besides equilibrium
onstants between adsorbents and dense gases or critical fluids that
re derived from retention factors, SFC was used for the determi-
ation of the partial molar volumes of different compounds (see
ig. 9) and of second virial coefficients.
Fig. 47. Flow sheet of a preparative SFC instrument [42].

12.3. Preparative applications

For a long time, considerable interest has been devoted in the
pharmaceutical industry to SFC separations. Perrut developed and
parented a preparative recycle SFC instrument with cyclone sep-
arators [48]. This is in part due to the development of extraction
procedures using SFC and to the considerable knowledge developed
in chemical engineering of the handling of these processes and of
the equipments necessary to handle these fluids. Fig. 47 shows the
flow-sheet of a preparative SFC instrument.

One of the main features distinguishing preparative SFC from
preparative HPLC instruments is the on-line recycling of the mobile
phase. The column efficiencies obtained with short beds are rel-
atively high, with reduced plate heights as low as 3 but it is
critical to achieve a high radial homogeneity of the bed, other-
wise the column plate height increases with increasing column
length [42]. The main advantages of preparative SFC over HPLC
seem to be (1) the higher molecular diffusivity of most compounds
in the mobile phase, hence the faster optimum velocity for maxi-
mum efficiency and the higher productivity; (2) the low viscosity
of carbon dioxide that permits operating the columns at high
velocity without needing excessively high inlet pressure; and (3)
the probably wider concentration range within which equilibrium
isotherms follow a linear or quasi-linear behavior. Furthermore,
retention is easily and rapidly controlled by adjusting the aver-
age column pressure [510]. It can also be adjusted by changing
the column temperature but it might be difficult to achieve the
isothermicity of the packed bed throughout large size preparative
columns.

Several reviews have addressed the capabilities of the method
and numerous applications [42,72,123,454,475,511,512] but few
applications have been described in the scientific literature. Perrut
gave lists of compounds separated, purified, or extracted by SFC
[475]. He pioneered the use of organic modifiers to purify polar
compounds. Cox separated the isomers of flurbiprofen [513]. Shi-
mata et al. isolated individual oligomers of poly(ethylene glycol)
with degrees of polymerization between 6 and 40 [514]. Bartle et al.
[72] made suggestions for the optimization of the experimental

conditions of preparative SFC separations that are most similar to
the conclusions generally reached in preparative HPLC [1]. These
authors noted that the two main problems encountered in prepar-
ative SFC were the safety and the achievement of high yields in
the recovery of the purified fractions. Cox [454] emphasized the
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mportance of the solubility of the feed in the mobile phase. Many
rganic compounds are poorly soluble in carbon dioxide at all den-
ities. The use of a modifier is practically needed in all applications
f preparative chromatography [140,454]. Methanol is often used
or this purpose but numerous organic compounds are only mod-
rately soluble in methanol, in which case good results have been
btained with chloroform.

The separation of ˛- and ı-tocopherol (vitamins E) and of vita-
in D3 was discussed in great details by Brunner and Johannsen

399]. It was performed by preparative chromatography and by
imulated moving bed. The isotherms of these compounds were
etermined at 313 K under a pressure of 13.7 MPa of carbon diox-

de with less than 1% ethanol, on a Zorbax Pro 10/60 CN column.
he overloaded band profiles calculated agreed well with those
ecorded. The SMB experimental conditions were optimized using
he triangular diagram method of Morbidelli et al. [515].

White and Burnett [55] developed a procedure to extract and
urify selected fractions from a synthetic product by running ana-

ytical scale separations on 50 mm × 4.6 mm columns, packed with
�m particles of an ethyl-pyridyl stationary phase, operated at
ml/min, with an outlet pressure of 100 bar, at 40 ◦C. The anal-
ses last 2 min. The separation is easily scaled up to a 8.5 min
eparation made on a 150 mm × 21.2 mm column packed with the
ame stationary phase and operated at 55 ml/min, at the same
emperature and outlet pressure. The use of an empirical correla-
ion involving five different compounds permits the rapid scale-up
ithout the need of running a slow method development pro-

ess. Considerable productivity gains were achieved over HPLC,
ue to the faster flow velocity and to the much faster evapo-
ation time needed to recover the products from the collected
ractions.

Although this is actually not a preparative chromatographic
eparation, it is worth mentioning here the extraction of caffeine
rom green coffee beans or black tea leaves [516]. The solubility of
affeine in carbon dioxide decreases from 1 to 0.1 g/kg when the
uid density decreases from 800 to 450 kg/m3[517]. In a recycling
rocess, however, this solubility decrease is insufficient to permit
eaching the specification for decaffeinated coffee beans. So, the
tream of carbon dioxide is percolated through a bed of charcoal
399]. A similar process is used for the extraction and purification
f tocopherols from sterols [399].

2.3.1. Industrial and economic issues
Basic chemical engineering material for the design of supercrit-

cal fluid equipments and installations is provided by the book of
runner [516].

The cost of SFC instruments, particularly of simulated moving
eds units, increases markedly less with increasing size than most
eople might be afraid of. The cost of similar units increases as
he power 0.24 of the product of their volume and the flow rate
nder standard operation. So, in practice, the unit cost increases
s the square root of the production rate [456]. This suggests that,
henever possible, capital amortization will be markedly less for
large-capacity multi-product unit used in time-sharing than for
series of small-capacity units each dedicated to a single product.
dmittedly, the specific purpose of the unit also affects its cost, a
nit built according to cGMP requirements will cost 30–100% more
han a similar food-grade unit.

The operating costs may also be reduced for a large capacity unit.
nergy for heating may be supplied by steam available on the site or

y hot water heated by fuel or gas. Carbon dioxide is recycled during
MB operations but when the instrument is purged for clean up
r maintenance, it may be recompressed instead of being vented,
hich would cause the significant mass loss of 150 kg per cubic
eter of instrument hold-up volume.
ogr. A 1218 (2011) 1037–1114 1107

12.3.2. Production of purified enantiomers
Terfloth gave a list of the CSPs available in 1999 [518] and

listed the enantiomeric separations performed by preparative
chromatography in 2001. Later, Berger and Berger reviewed the
columns and packing materials used in modern SFC, with special
attention for those used in preparative enantioselective separations
[35].

White [54] developed a rapid screening process for the selec-
tion of the best separation conditions of a racemate. They use short
columns (10 cm long) packed with 5 �m particles, high flow rates
(5 ml/min for 0.46 cm i.d. columns); and rapid gradient programs
(2.5 min). Four columns were used in the screening, Chiralpak AD-
H, AS-H and Chiralcel OD-H and OJ-H. The organic modifier was
methanol. When there is even partial resolution of the racemate,
the elution times observed under gradient conditions provide a
suitable estimate of the best modifier concentration for an iso-
cratic preparative separation on a 25 cm × 2.1 cm column. Due
to the rapid elution observed in SFC and the small amount of
methanol required, productions of up to 60 g purified enantiomers
was systematically possible, a considerable progress over prepara-
tive HPLC.

A similar approach was described by Maftouh et al. [56]
who showed how the method complements NPLC and RPLC and
increases the rate of development of successful separations at the
semi-preparative level. To separate the enantiomers of omeprazol,
an inhibitor of gastric acid secretion, Toribio et al. preferred an SFC
separation on Chiralpak AD at 35 ◦C, under a 20 MPa average col-
umn pressure, with 25% of ethanol or 2-propanol as the organic
modifier [519]. They found that S-omeprazol elutes first when the
modifier is ethanol, last when it is 2-propanol; in this last case,
however, the resolution was less, slightly below 1. The analytical
separation was done at a flow rate of 2 ml/min, the preparative sep-
aration at the same flow velocity. The maximum production rates
were obtained by injecting reasonable amounts of concentrated
feed solution.

Rajendran et al. modeled the equilibrium isotherms of 1-phenyl-
1-propanol between Chiralcel OD and a mobile phase made of
carbon dioxide modified with methanol [200]. They used a compet-
itive Langmuir isotherm model. The calculated band profiles agree
with those recorded. The separation was carried out using a SMB
operated under the pressure gradient mode, under nonlinear con-
ditions [520]. At low concentrations, the purities of the extract and
the raffinate were 99.5 and 98.4%, respectively.

Peper et al. compared the performance of batch preparative
chromatography and simulated moving bed in SFC [58]. They inves-
tigated three pairs of enantiomers, tocochromanol (˛= 1.18), a
component of vitamin E, ibuprofen (˛= 1.23), an unnamed pair
(˛= 2.03), and the pair of ˛- and ı-tocopherol (˛= 1.75). The equi-
librium isotherms of the first three compounds were modeled with
the competitive Langmuir model, those of the fourth pair with an
anti-Langmuir isotherm. For three of these four pairs, the produc-
tion rate of the SMB system was better than that of conventional
batch preparative chromatography. However, the batch process
was found to be more profitable.

Yan and Orihuela [57] compared the performance of batch
preparative SFC and of SFC used in the steady state recycling (SSR)
mode [521]. The productivity increased more than four times when
the batch mode was replaced by the SSR mode and the solvent
consumption decreased four times. The same purification done by
batch SFC had a higher production rate and needed less solvent
than the same purification done by HPLC. The SSR mode permits
the achievement of preparative purifications of enantiomers when

their separation factor is relatively low [521].

Although they did not discuss preparative applications, Ottiger
et al. [223] measured the equilibrium isotherms of 1-phenyl-
1propanol on Chiralcel-OD and modeled their elution band profiles
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see Section 12.1.1). Wenda and Rajendran studied the separa-
ion of the enantiomers of flurbiprofen on Chiralpak AD-H at 30 ◦C,
ith the use of methanol modifier (7%) [225]. They measured the

quilibrium isotherms, modeled them with the Langmuir and the
i-Langmuir models, measured their parameters using the inverse
ethod, and modeled the elution band profiles. They also mea-

ured the mass transfer coefficients and found that the resistance
o mass transfer is generally very low, which explains this attractive
eature of SFC. Miyabe and Guiochon suggested that the low mass
ransfer resistance in RPLC is due to the rapid surface diffusion of
dsorbates. The same rational might apply in SFC.

2.3.3. Optimization of separation processes
Jiang et al. determined the influence of the average pressure, the

emperature, and the concentration of ethanol, used as the organic
odifier in carbon dioxide, on the retention of tocopherol and the

esolution of its isomers under supercritical conditions [522]. They
howed that the resolution increases with increasing temperature
nd with decreasing pressure. The retention factors can be pre-
icted using a five parameter model.

Ventura et al. developed a sophisticated, computer regulated
nstrument for the rapid analyses of long series of samples pre-
ared by parallel synthesis in 96-well trays [523]. Samples are
nalyzed and, based on a computer analysis of these data, they are
utomatically channeled to the most appropriate of three prepara-
ive chromatographs, two HPLC ones, one with UV- the other with

S-triggered fraction collection, and an SFC chromatograph with
V-triggered fraction collection. Samples not directed toward the
FC unit include those that are insoluble in methanol, contain highly
olar compounds or compounds that have no UV chromophores.
he advantage of this approach is to increase markedly the purifi-
ation success rate for sets of structurally different molecules
btained by combinatorial synthesis. Without MS-triggered frac-
ion collection, it is not possible to purify compounds which do
ot have good chromophores. SFC avoids the production of salts
f compounds when their HPLC separation requires the use of
uffers.

2.3.4. Simulated moving bed separations
Mazzotti et al. analyzed the operating conditions and the poten-

ial separation performance of a SMB system operated with an
FC eluent, under linear conditions [520]. They considered oper-
tion under the isocratic mode in which the mobile phase density
s practically uniform (provided that the column permeability is
igh), and the pressure gradient mode, in which the average col-
mn pressure decreases stepwise from section to section, which

s made possible by the proper setting of throttle valves. This last
rocess results in a stepwise decrease of the mobile phase den-
ity, hence in a stepwise increase of the retention factor of the two
ompounds, which permits the faster regeneration of the station-
ry phase in the eluate extraction region. Thus, the elution strength
s largest in the first section of the SMB, where the more retained
ompound must be eluted and lowest in the fourth section where
he least retained compound must be retained. As a consequence,
he application of the triangle theory shows that the production rate
f purified compounds is markedly improved, up to several times.
his improvement is particularly important for mixtures of compo-
ents that have a small separation factor. They concluded that the
rocess could exhibit great performance and supply exceptional
eparation power.

Di Giovanni et al. improved the performance of SMB separations

y adjusting the elution strength of the mobile phase and chang-

ng its average pressures in the four sections of the apparatus, by
sing the pressure gradient mode [59]. The results obtained are
onsistent with the predictions of Mazzotti et al. [520]. The pro-
uction rate of the system is markedly improved, especially so for
ogr. A 1218 (2011) 1037–1114

low selectivities. Johanssen et al. used a separation of binaphthol
enantiomers that they had previously developed to extend it to a
SMB process, achieving an excellent production rate [524].

Denet et al. separated the enantiomers of tetralol (hydroxyte-
traline, C10H11OH, with a 2-2-2-2 SMB unit made of 20 cm × 3.3 cm
columns packed with Chiralcel OD, operated at 40 ◦C, in the pres-
sure gradient mode. Due to the use of ethanol as the organic
modifier, at a concentration exceeding 5%, the mobile phase is near-
critical, not supercritical. The retention factors of both isomers and
their separation factor decrease with increasing ethanol concen-
tration and the retention factors only with increasing mobile phase
density. The experimental conditions were optimized using the tri-
angle theory. Compared to the isocratic mode, the pressure gradient
mode allows an increase in productivity of up to 3 times [525].

Rajendran has used the classical “triangle theory” of simulated
moving bed operation [526,527] to determine the experimental
conditions for the separation of enantiomers, which have often
small separation factors [224]. The application of this theory under
linear conditions requires knowledge of only the Henry constants
of the feed components, their concentrations in the feed, and the
purity requirements. It is easy to implement and supply a rea-
sonable starting point for a scaling up of the production rate,
particularly when the required purity of the product is moderate.

13. Conclusion

The use of preparative SFC for the extraction of valuable com-
pounds from complex matrices or for the purification of finished
products when purity specifications are demanding is becoming
popular. Such are the requirements for the production of most phar-
maceuticals. The production of one of the enantiomers of certain
intermediates at a high degree of optical purity or that of pure active
pharmaceutical ingredients is often necessary. Chromatography is
one of the few tools that can be used to satisfy these requirements.
As shown in this review, preparative SFC has distinct advantages
over the still predominant liquid chromatography, which is why
SFC is frequently used. The advantages of SFC over HPLC include (1)
a lower viscosity and higher diffusion coefficients of feed compo-
nents in the mobile phase allowing separations to be performed at
a higher velocity; (2) a superior solubility of pharmaceutical feeds
in the mobile phases used in SFC; (3) a higher column loadability,
which combined with the higher operating velocity, leads to a sev-
eral times higher productivity; (4) an easier recovery of the purified
compounds from the mobile phase; and (5) the use as the main
component of the mobile phase of a cheap, non-flammable and
environmentally benign solvent, high density CO2. However, the
success that these advantages promise could be achieved only if we
can solve the challenges of interpreting more deeply the physical
behavior of SFC systems, through a better modeling of SFC separa-
tions, a better design of the implementations of the process, and a
better, faster optimization of these preparative systems.

The main objective of this review was to identify and discuss the
essential topics that need to be clearly understood before a model-
based approach can be developed for the design of preparative SFC
systems, and, for this purpose, to provide adequate reference to the
published literature. The main conclusion is that the goal of future
research should be similar to the one previously achieved in earlier
approaches at understanding the design and optimization of HPLC
systems. The behavior of these systems is simpler than that of SFC
systems from the modeling point of view, due to the high compress-

ibility and the low density of the main solvent and to the extensive
variation of the mobile phase properties along the column. This is
why this review discusses in detail how the retention behavior is
modulated by the temperature, the pressure, the solvent properties
and those of the feed components like their solubility, solubility
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arameters, partial molar volumes in supercritical solvents, and
arious other properties. The review also discusses the effect of the
olumn permeability on the hydrodynamics of the column and the
emperature distribution that may result from the simultaneous
xothermic viscous friction and endothermic solvent expansion.
he extremely important role of the mobile phase density in con-
rolling almost all relevant physical properties is demonstrated
ith various examples from the literature The available equations

f state that predict the solvent density from physical properties
asy to measure like pressure and temperature are reviewed in
etail. The choice of the most suitable equation is debated. The
impler but less accurate Lee and Kesler or Peng and Robinson
quations seem preferable to the Span and Wagner equation, which
oes not have any explicit mechanism to handle the EOS of a mix-
ure while the other two do. Given the compulsion of using polar

odifier and other additives in SFC, this is a crucial advantage.
Although SFC may offer a high elution rate of solutes, the task

f determining the optimum flow rate to ensure the most effi-
ient operation can be extremely complicated because the solvent
elocity changes continuously along the column, due to the pres-
ure gradient and the mobile phase compressibility. This means
hat columns run with varying efficiencies at different points. The
eview discusses different possibilities of handling these situa-
ions and various methods to determine the transport properties.
oward the end, the review discusses in detail experimental issues
hich pose significant challenges to the growth of SFC and have
ot been addressed during the last two decades. It identifies areas

n which sufficient understanding of SFC systems under non-linear
onditions is pending, lists unresolved questions that need to be
ddressed for the development of preparative SFC and suggests
pproaches that may be applied to overcome this void. In gen-
ral, the review observes that although most significant work was
one to develop the fundamentals of SFC for analytical applications,
uch work remains regarding the understanding of nonlinear or

reparative applications of SFC. Given the future scope and utility
f this method as a sustainable process, this effort will certainly be
orthwhile.

Finally, we should bear in mind that what is generally called
FC in the literature is actually an advanced version of liquid chro-
atography, which has the potentiality to permit combinations

f normal-phase (NPLC), reversed-phase (RPLC) and non-aqueous
eversed-phase (NARP) chromatography and which is performed
ith mixtures of liquid carbon dioxide and various organic sol-

ent(s). Due to the extreme compressibility of this mobile phase,
FC has both a wider flexibility and a greater complexity than
PLC, which is otherwise similar. The merging of our understand-

ngs of retention and mass transfer in the different forms and
mplementations of chromatography into a real understanding of
nified chromatography remains the ultimate goal of fundamen-
al research in this field, following the pioneering work of Chester
67,19,68], Giddings [328,89], and Martire [66].

omenclature

ymbols which are used only in one single section are not included in
his nomenclature.

Helmholtz energy
, B, C numerical coefficients in the Knox and the Van Deemter

plate height equations
, b, c coefficients in various equations (e.g., the van der Waals
equation)
i, ci, di coefficients in the Lee–Kesler equations

concentration of the solute in the mobile phase
c column inner diameter
L axial dispersion coefficient
ogr. A 1218 (2011) 1037–1114 1109

Dm molecular diffusion coefficient or molecular diffusivity in
the mobile phase

dp average particle size
F phase ratio
Fv volume flow rate of the mobile phase
fi fugacity of compound i in the gas phase
H height equivalent to a theoretical plate (NB. H is also the

enthalpy or the Henry constant)
h reduced plate height, h = H/dp

K permeability, Kozeny–Carman constant (K is also the
equilibrium constant of the solute in the phase system)

k retention factor, k = (tR − t0)/t0
kB (or k) Boltzmann constant
kF permeability coefficient of a chromatographic bed
k0 specific column permeability (K = k0d2

p)
L column length
Mi molecular weight of compound i
N Avogadro’s number
N column efficiency, number of theoretical plates of a chro-

matographic system
P pressure
Pe Peclet number
Pc critical pressure
Pr reduced pressure (Pr = P/Pc)
p pressure; also number of peaks in the chromatogram of a

complex mixture
Q mass flow rate of the mobile phase
q solute concentration in the stationary phase
qs saturation capacity of the column
R ideal gas constant
Re Reynolds number
Rs resolution between two neighbor peaks
s parameter characteristic of the probe compound in the

definition of the polarity parameter
S, SG cross-section area of a chromatographic column
Sc Schmidt number
T temperature of the chromatographic system
Tc critical temperature
Tr reduced temperature (Tr = T/Tc)
t time
tR retention time of a peak maximum (under isocratic or

gradient conditions)
t0 holdup time of the column, t0 = L/u = Vm/Fv
u mobile phase velocity
ū = L/t0 average linear velocity of the mobile phase
uF superficial velocity of the mobile phase
VG volume of the column tube
Vi partial molar volume of compound i
VM molar volume
Vm volume of mobile phase in the column
VR retention volume of a compound
Vr reduced volume (Vr = (Pc�/RTc))
Vs volume of stationary phase in the column
V0 column void volume or holdup volume
wi baseline bandwidth of the peak of component i.
X retention range of interest in the chromatogram of a com-

plex mixture
x mole fraction
xi,sat mole fraction of compound i at saturation of the solution
Z compressibility factor of a fluid
z abscissa along a chromatographic bed
Greek letters
˛ separation factor of two components (˛= aj/ak = ki/kk)
˛i numerical coefficient in Chrastil equation
ˇ Lee–Kesler parameter



1 romat

�
�
ı
�
�

�
�

�
�
�
�
�
�

ω

�
�
�
�
�
�
�
	

A

b
L
s
T
s
C
R
i
i
s

R

110 G. Guiochon, A. Tarafder / J. Ch

activity coefficient, Lee–Kesler parameter
P difference between the inlet and outlet column pressures

solubility parameter
T total column porosity or void volume fraction
e interstitial, or external porosity, or interparticle void frac-

tion
i dielectric constant of compound i
p internal or intraparticle porosity of the packing particles

mobile phase viscosity
T compressibility of a fluid at temperature T

i numerical coefficient in Chrastil equation
chemical potential
reduced mobile phase velocity (� = (udp)/Dm)
molar volume Vr a reduced volume

¯ , �̄0 wavenumbers of the absorbance maxima in the fluid
studied and in a reference fluid used in the definition of
the polarity parameter
numerical coefficient in the definition of the compress-
ibility factor of real fluids. Also acentric factor in the
Peng–Robinson equation of state

∗ polarity parameter
density of the mobile phase

c critical density of the mobile phase
r reduced density of the mobile phase (�r =�/�c)

standard deviation of a Gaussian peak
2 variance of a distribution

surface coverage (�= q/qs)
concentration of the strong solvent or organic modifier in
the mobile phase
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